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1. Executive Summary

This White Paper presents the results of a University-wide review of computationally intensive research, identifies strategic opportunities and makes recommendations regarding future support.    It covers a range of activities including computational modelling, simulation, data mining and visualisation, for which the term computational science is used as a convenient shorthand.  In summary, it recommends that the University should take a more strategic approach to computational science, identifying major themes, building a coherent computational science community, and taking a planned approach to developing and supporting advanced computing facilities – with an initial investment of £500k. 

The review – which was undertaken by Manchester Informatics (Mi) in collaboration with Research Computing Services (RCS) – involved extensive consultation with the academic community via a range of top-down and bottom-up mechanisms.  In addition to known strengths in disciplines where computationally intensive methods are mainstream (eg Mathematics, Physics, Chemistry and Computer Science), five major challenge-led multidisciplinary research themes emerged – where world-leading computational science at Manchester could deliver a step-change. These challenge-led themes can be grouped under two broad headings:

	Sustainable infrastructure

· Nuclear power

· Earth systems

· Aerospace
	Sustainable society

· Finance and economics 

· Health and lifescience


Currently, activity in these areas is uncoordinated and often sub-critical-mass.  To achieve significant impact we need, for each theme, to identify academic leads, and develop a strategic plan – setting out priorities, planning manpower and leadership, identifying links-to/synergies-with other themes, identifying strategic funding opportunities, and exploring relationships with industry and other potential partners.  These plans need also to recognise the importance of synergy between computational science and experimental studies, and of alignment with University research strategy more generally.  In addition to the challenge-led themes, the review also identified four generic methodological themes which could provide a basis for greater sharing of tools and expertise.

Current facilities for computational science have been developed in an ad hoc way, with some central provision but mostly uncoordinated local procurement and support.  It is useful to distinguish between high-performance and high-throughput computing (HPC and HTC): HPC systems are suited to problems which involve tightly coupled subtasks (eg fluid dynamics), whilst HTC systems are suited to problems which involve many independent tasks (eg bioinformatics).  The University has invested in HPC facilities in the past, but the impact on high-quality research has been limited.  Although HTC has become equally important, it has never been seriously supported by central provision.  Overall, the current arrangements have resulted in facilities that are generally neither world-class nor sustainable – particularly when energy and cooling costs are included.  This limits the ambition of many leading researchers and is further exacerbated by poor support.  The University needs to take a more coherent approach that recognises the diverse needs of researchers, is financially and environmentally sustainable, and achieves a sensible balance between researchers’ need for autonomy and the benefits of planned development and shared support.

Recommendations

1. The University should develop and maintain a strategic plan for computational science organised, in the first place, around the five challenge-led multidisciplinary themes identified in the review.

2. Building on the connections made during the review, active steps should be taken to build a joined-up computational science community within the University in order to exploit effectively the critical mass of activity and expertise which already exists.

3. The University should adopt a new, sustainable model for procuring and supporting HPC and HTC, based on a heterogeneous ‘campus cloud’ architecture capable of meeting the differing needs of researchers.  This would represent an evolution of the current predominantly distributed model, balancing the need for ‘local control’ against lifetime cost, and should be seeded with an initial investment of £500k. A draft business case for this initial investment is at Annex 11.
4. The computational science services provided by RCS should be reconfigured to better serve academic need, recognising the pervasive role of computational science across all four faculties and the necessity to align with academic priorities.

5. The University should maintain and further develop existing partnerships and should develop similar strategic partnerships with other organisations regionally, nationally and internationally – with a view to gaining access to complementary resources and expertise. 

6. Although it was beyond the scope of this review, there is a clear requirement for a University-wide strategy for data storage, archiving and curation. 

2. Overview

The aim of this White Paper is to identify existing strengths and future opportunities in computational science, leading to recommendations for University strategy in the area.  It is based on an institution-wide review of computationally intensive research – including computational modelling, simulation, data mining and visualisation – for which the term computational science is used throughout as a convenient shorthand.  The review noted that, internationally, computational science now underpins world-class research in many disciplines, playing a particularly important role in multidisciplinary research.  Manchester has significant strengths in computational science, but fails to exploit potential synergies, with the result that it does not currently ‘punch its weight’.

We recommend that the University should take a more strategic approach to computational science, identifying major themes, taking a planned approach to developing and supporting advanced computing facilities, and building a coherent computational science community.  If we act, there is the opportunity to enhance significantly the international impact of our research in areas of strategic importance to the University, by coupling critical mass in computational science with existing investment in experimental and theoretical studies.
In what follows, we outline briefly the review process, identify challenge-led multidisciplinary themes where the University has the potential to achieve international impact, and make detailed recommendations for action, based on the findings of the review.  The main narrative is supported by a set of annexes that provide more detailed background.  

3. Review Process

The review of computational science was undertaken by Mi on behalf of the University Research Group, and covered relevant activity in all four faculties.  It was led by Professor Mike Sutcliffe (CEAS) together with Carmel Dickinson (Mi), supported by a small executive team with representation from RCS.

The process involved extensive consultation with the academic community: bottom-up – via a series of open workshops and user surveys; and top-down – via Associate Deans for Research, Heads of School, School Research Leads, and School Mi Champions.  The top-down input drew on knowledge of RAE 2008 data to identify world-leading and internationally competitive activity, and ensured synergy with Faculty and School plans.

More details of the scope, and review process are provided in Annex 1. 
4. Strategic Research Themes

The review team worked with leading academics to identify major research opportunities that would build on existing strengths and exploit potential for synergy.  The result was a set of five challenge-led multidisciplinary research themes (detailed in Annex 2), where world-leading computational science at Manchester could deliver a step-change. These challenge-led themes can be grouped under broad headings of Sustainable Society and Sustainable Infrastructure.  The role of computational science is to provide a bridge between theory and experiment, allowing predictions to be made for systems of realistic complexity, and generating new hypotheses by discovering structure in complex data.  Maximum leverage is gained when such developments are synergistically coupled to experimental studies in a truly problem-focussed, multidisciplinary environment.  The challenge-led themes are all in areas that are strategically important to the University (four are associated with one or more research institutes), and where there is already rich interaction between theory and experiment.

In addition to the challenge-led themes, the review also recognised the potential for considerable methodological synergy between different areas.  For example, the need for multi-faceted all-embracing models incorporating features such as multiscale, multiphysics and multispeed, and allowing seamless transition between scales and components, was common to most challenge-led themes. Consequently we identified a number of generic cross-cutting themes (detailed in Annex 3) which would interact synergistically with the challenge-led themes, and where there could be real benefit in building coherent communities of practice.

4.1  Sustainable Society Challenges

Finance and Economics. Those working in this area in the University feel that they have been limited in their aspirations because the high-performance computing which could be applied to large problems has not been (readily) available.  There is potential for Manchester to be world leading in simulating empirical data-driven finance in real time and scaling from micro-economic to macro-economic modelling.  These models could be extended to real-time spread of disease and brain modelling.

Health and Lifescience. Computational modelling of living organisms and their place in society will revolutionise our approach to healthcare. It makes for an immense challenge but promises many rewards such as the effective treatment and prevention of cancer, the controlling of disease, and the advance of health and wellbeing.  While varying levels of progress have been made on many computational fronts, an ongoing challenge remains to improve, mature and integrate all these levels, ranging from the interaction at the atomic level of pharmaceutical drugs, through understanding of the whole organism, right up to the well-being of whole societies. Manchester is already leading in coupling modelling approaches and experimental data in a number of key underpinning areas.

4.2  Sustainable infrastructure Challenges

Nuclear Power.  Computation can add value to Nuclear Power in the future through multilevel modelling, coupling together simulations for processes from the subatomic and atomic levels up to complete systems, such as nuclear reactor systems or geological disposal facilities and multi time modelling from pico seconds to thousands of years. Capturing detail at the micro level will give more confidence in simulations at the macro level and in predictions based on them. In the context of geological disposal, developing a single unified approach to thermal, hydraulic, chemical and mechanical modelling would give Manchester an undisputed leading position.  This nascent area has huge potential.

Earth systems. Computational modelling lies at the heart of scientific research into the Earth System. Climate, for example, is determined by an enormous number of processes, all of which interact and most of which are scale-dependent. Teasing out the feedback mechanisms so that we can predict future climate is a task requiring huge computational resources. Fluid flow is the signature feature of the Earth System, and because of the non-linear nature of fluid flow, processes need to be examined using a range of models of differing resolution and complexity.

Aerospace.  A key challenge is to produce a “unifying” software tools – for example integrating the range of physical predictive models that include computational fluid dynamics, materials properties, and structural, thermal, combustion and magnetic effects.  This requires coupling models across different length, time and property scales. Reduced order modelling of complex systems will enable progress in both rapid design optimisation and realtime scenario analysis alike. Many of the modelling tools developed for Aerospace applications are interdisciplinary and will impact across all the challenge-led themes

4.3  Generic Research Themes

Mathematical & Computational Foundations.  The mathematical, numerical and computational methods that underpin computational science.

Multi-Physics Modelling.  Modelling a broad range of continuum phenomena of matter in all its phases, and the dynamic interactions between them.

Discovery & Analysis.  Methods for analysing very large datasets, discovering structure, finding rare events and making inferences.

Architecture & Methodology.  Software and hardware architectures, methods and tools for modelling, simulation, discovery and analysis.

5. Conclusions and Recommendations

There is enthusiasm for building a vibrant multidisciplinary research culture at Manchester, capable of driving forward the next generation of computational science.  This could make a major contribution to addressing all of the cross-research council themes developed in response to the Government Grand Challenges, with potential to attract external funding for the computational science which provides underpinning technology to support all RCUK strategic themes.

5.1  Strategic Framework
Although computational science activity exists in almost every School in the University, it is fragmented, with little interaction between, and even within, areas. It could be one of Manchester’s world-class activities but is not currently ‘punching its weight’ at a world level, and has been unable to influence strategy nationally, or even locally within the University.  We have clear strengths within disciplines where computationally intensive methods are mainstream (eg Mathematics, Physics, Chemistry and Computer Science).  The five challenge-led themes outlined in Sections 4.1 and 4.2 are important areas where computational science could foster world-leading research, but where, currently, we have not assembled the large multidisciplinary teams required to make a significant impact.  Similarly, we have so far failed to connect effectively with national initiatives such as the STFC strategy for computational science.  All of this argues that we need to take a more strategic approach.
Recommendation 1

1. The University should develop and maintain a strategic plan for computational science organised, in the first place, around the five challenge-led multidisciplinary themes identified in the review.

1.1 One or more academic lead(s) should be identified for each theme.

1.2 A more detailed roadmap should be developed for each theme, setting out the national/international context, identifying future trends and opportunities, and benchmarking existing activity against international competitors.

1.3 Building on the roadmap, a plan should be developed for each theme, setting out priorities, manpower/leadership issues, funding opportunities, strategic relationships with industry and other organisations, requirement for strategic investment in infrastructure, and links-to/synergies-with other themes.
1.4 Input should also be sought from Schools, particularly those where computationally intensive methods are mainstream to the discipline.

1.5 The overall strategy should consider how the University seeks to position itself in computational science nationally/internationally, and how it can influence its emergence as a major cross-council theme (eg through research council signposting).

5.2  Community Building

As well as the strategic incoherence noted above, we also suffer from operational fragmentation, failing to share methodological expertise and tools.  As a result of the review, the computational science community has become more engaged and now has the ability to connect across disciplines and themes. The generic research themes outlined in Section 4.3 offer a basis for collaboration, but positive action will be required to exploit the potential for synergy.

Recommendation 2
2. Building on the connections made during the review, active steps should be taken to build a joined-up computational science community within the University in order to exploit effectively the critical mass of activity and expertise which already exists.

2.1 Mi should create an online directory of research interests, technical expertise and software tools and provide simple electronic tools to support community building (bulletin boards, wiki pages etc).

2.2 An interest group should be established around each generic theme identified in the review, providing a mechanism for sharing tools and expertise, and a reference point for others wishing to apply existing methods to new problems.

2.3 A programme of regular community-building events should be established.

5.3  Computing Facilities

In terms of facilities, it is useful to distinguish between high-performance and high-throughput computing (HPC and HTC).  HPC systems provide tightly coupled processors and memory and are ideally suited to tasks where there is strong interdependence between different parts of the problem (eg finite element modelling).  HTC systems are more loosely coupled and are suited to problems that involve the solution of many independent tasks (eg bioinformatics).

In the past, the University has invested in free-at-the-point-of-use HPC facilities, but the impact on research has been limited, with a relatively small number of users and no significant evidence of high-quality outputs or significant inputs resulting from the investment.  Annexes 5 and 6 give details of current and past use of central facilities, taken from responses to a survey of users of the Horace facility and other centrally provided HPC systems.  The relatively high barriers to use are often cited as an issue.  The lease on Horace is due to expire in July 2010, and the machine has, in any case, become uncompetitive.  Although there is currently some demand for central HPC facilities, there is no widespread enthusiasm for a like-for-like replacement.  As additional background, Annex 9 summarises the current level of central HPC provision at a number of other UK Universities, though care should be taken in making comparisons, given the very different models that operate across the HE sector.

Although the HTC paradigm is as important to the research activities on campus as HPC (eg bioinformatics, finance, imaging), HTC has never been seriously supported by central provision. 

These factors have led many of our leading computational science researchers to consider the current central provision as irrelevant to their needs, resulting in a plethora of locally funded and supported HPC/HTC facilities across the campus.  These often meet the short-term need, but do not constitute a world-class facility, and limit ambition.  In other areas, researchers who are keen to tackle computationally intensive problems, but lack the expertise to support their own facilities, have held back, limiting their ambition to what is easily achievable using a desktop.  Details of current central and (where known) locally provided facilities are given in Annex 7.

The current mixed model of funding, procurement and management raises concerns about the future sustainability of the University's HPC/HTC resources. It is not clear how they will be renewed, and much of the cost of these facilities is currently hidden because the lifetime costs for power, cooling (particularly if housed in inappropriate facilities), use of RAs for system administration, and local software licensing can easily exceed the initial purchase price.  Examples of lifetime costs for existing systems are provided in Annex 7.  In the near future, power (and cooling) costs will be devolved to Schools, as part of the University’s sustainability measures.  This should incentivise more careful consideration of facilities based on ‘green’ high-efficiency machine architectures and the design of the spaces used to house them.  An additional concern around ‘local’ facilities is their operational fragility, due to the temporary status of the RAs and PGRs often used to support them.

It is clear that we need a better model for HPC/HTC provision.  The current model has led to facilities that are neither internationally competitive nor sustainable.  Annex 8 examines options for the procurement, management and support of HPC/HTC facilities.  It concludes that a modern ‘cloud’ architecture, that couples different kinds of machine together via the internet, could provide the basis for a distributed, flexibly extensible facility, that could be grown to meet diverse academic needs using external funding.  This can be thought of as a planned and coherent version of the current local provision model and, given sufficient external funding, could be developed to provide world-class facilities.  The annex also concludes that centrally-provided housing and frontline operation and maintenance would lead to reduced running costs.

Recommendation 3
3. The University should adopt a new, sustainable model for procuring and supporting HPC and HTC, based on a heterogeneous ‘campus cloud’ architecture capable of meeting the differing needs of researchers.  This would represent an evolution of the current predominantly distributed model, balancing the need for ‘local control’ against lifetime cost.

4. The University should make an initial ‘seed corn’ investment of £500k in 2009/10, creating the framework for an expandable ‘campus cloud’ solution, with sufficient heterogeneity to meet the differing needs of computational science researchers.  A draft business case for this initial investment is at Annex 11. Consideration should be given to the possibility of outsourcing some of the provision (eg to Amazon).

4.1 Cloud components should be housed at a limited number of locations that provide cost-effective power and cooling solutions, and front-line support for operation and maintenance.

4.2 Researchers wishing to access HPC/HTC facilities should contribute financially at a level close to that required to enhance cloud capacity to meet their needs (eg buying new cores/blades/clusters).  They should be no worse off financially or operationally than they would have been had they purchased and paid the full running costs of equivalent facilities locally – indeed, some modest level of subsidy might be necessary to incentivise participation.  Capital and recurrent costs should normally be recovered from research grants, in line with the major research facilities model.

4.3 Priority access to cloud facilities should be given to researchers who have contributed financially.  It is likely, however, that there will still, at times, be spare capacity, which could be used to provide limited free access for feasibility studies.
4.4 It will be necessary to plan a phased approach to introducing these new arrangements.

5.4  Support 

Historically, RCS, when part of Manchester Computing, was seen to have a very outward-facing role as a result of structural factors, including its focus on the provision of national computing services, and the need to be substantially self-funding from external sources.  As a result, it became largely decoupled from the academic needs of major parts of the computational science community, failing to establish and respond to academic priorities.

It was clear from the review discussions that there is recognition within the computational science community  that RCS are now keen to align their activities significantly more closely to the needs of academic community and that they represent a  valuable resource for the University in terms of skills and expertise. However, there is work to be done to engage with the newly forming community, understand their real needs and develop mutual trust and understanding. 

Recommendation 4
5. The computational science services provided by RCS should be reconfigured to better serve academic need, recognising the pervasive role of computational science across all four faculties and the necessity to align with academic priorities.

5.1 The governance of RCS should be amended to include a line of accountability to the University Research Group and the IS Strategy Board, via  Mi – in addition to line management via IT Services – providing a mechanism for ensuring its plans are aligned with academic priorities.

5.2 RCS should adopt a more service-oriented approach, with key performance indicators linked directly to impact on high-quality research. Their role in computational science could include front-line operation/maintenance of the ‘cloud’ (the complexity of which task they recognise to be considerable), specialist advice, training/support, advice on new technology trends and new software/methods.

5.3 RCS support for computational science should be fully integrated with that provided by Faculty and School IS teams, ensuring responsiveness at the point of need.

5.5 National and International Context

The Manchester computational science vision must be informed by the wider context. Annex 4 gives an overview of strategy at UK and international levels and examines trends in hardware and software development for HPC and HTC.

Manchester is a leading member of the National Grid Service (NGS), providing an opportunity for the University's computational scientists to access high-quality facilities to support collaborative research. However, in practice, many researchers find the barriers to entry unacceptably high, with the result that the full potential of these facilities is not fully realised. 

STFC, EPSRC and the EC have all indicated an intention to invest significant funds in supporting computational science facilities, with the aim of impacting significantly on all areas of industrial, public sector, and academic research, establishing modelling and simulation as key components in the research arsenal of all disciplines.  The University should seek to benefit from this investment by exploring the opportunities for strategic alliances both nationally and internationally. 

Recommendation 5
6. The University should maintain and further develop existing partnerships (eg with NGS) and should develop similar strategic partnerships with other organisations regionally, nationally and internationally – with a view to gaining access to complementary resources and expertise. 

6.1 Existing partnerships (eg with NGS) should be maintained and access to services such as the access grid should be facilitated by more streamlined procedures, and by better training and support.

6.2 The University should aim to form strategic alliances with major players both nationally and internationally, building on areas of strategically important common interest, identifying opportunities for collaboration, and leveraging access to internationally competitive HPC facilities.

6.3 The framework for accessing regional and national HPC resources should be further developed so that access is far more seamless than is currently the case. 

5.6  Data Storage, Archiving and Curation

Recommendation 6
7. Although it was beyond the scope of this review, a clear requirement emerged from the review for a university-wide strategy for data storage, archiving and curation 

7.1 The University IS Strategy Board should develop a strategy for data storage, archiving and curation which joins up the institutional repository with a concerted data storage and management activity.

6. The Do Nothing Option

Having presented the arguments leading to a suggested a way forward, it is probably helpful to consider what would happen if the status quo was allowed to persist.  Although, in principle, it might be possible to implement some of the recommendations but not others, the actions we suggest represent a package of mutually reinforcing measures, none of which, in isolation, is likely to result in the step-change in behaviour required to deliver real benefit.  If we carry on as we are, the results will be:
· fragmented computational science activity that does not have the critical mass to be world-class in its own right;

· underperformance in areas of strategic importance to the University, where computational science is a key component of world-leading research;

· poor facilities that limit ambition, represent poor value for money, and do not conform to good environmental sustainability practice;

· support arrangements that are not aligned with the academic mission and represent poor value for money;

· very limited engagement with, and influence on, national and international initiatives.

7. Summary of Recommendations
1. The University should develop and maintain a strategic plan for computational science organised, in the first place, around the five challenge-led multidisciplinary themes identified in the review.

1.1 One or more academic lead(s) should be identified for each theme.

1.2 A more detailed roadmap should be developed for each theme, setting out the national/international context, identifying future trends and opportunities, and benchmarking existing activity against international competitors.

1.3 Building on the roadmap, a plan should be developed for each theme, setting out priorities, manpower/leadership issues, funding opportunities, strategic relationships with industry and other organisations, requirement for strategic investment in infrastructure, and links-to/synergies-with other themes.
1.4 Input should also be sought from Schools, particularly those where computationally intensive methods are mainstream to the discipline.

1.5 The overall strategy should consider how the University seeks to position itself in computational science nationally/internationally, and how it can influence its emergence as a major cross-council theme (eg through research council signposting).

2. Building on the connections made during the review, active steps should be taken to build a joined-up computational science community within the University in order to exploit effectively the critical mass of activity and expertise which already exists.

2.1 Mi should create an online directory of research interests, technical expertise and software tools and provide simple electronic tools to support community building (bulletin boards, wiki pages etc).

2.2 An interest group should be established around each generic theme identified in the review, providing a mechanism for sharing tools and expertise, and a reference point for others wishing to apply existing methods to new problems.

2.3 A programme of regular community-building events should be established.

3. The University should adopt a new, sustainable model for procuring and supporting HPC and HTC, based on a heterogeneous ‘campus cloud’ architecture capable of meeting the differing needs of researchers.  This would represent an evolution of the current predominantly distributed model, balancing the need for ‘local control’ against lifetime cost.

3.1 The University should make an initial ‘seed corn’ investment of £500k in 2009/10, creating the framework for an expandable ‘campus cloud’ solution, with sufficient heterogeneity to meet the differing needs of computational science researchers.  Consideration should be given to outsourcing some of the provision (eg to Amazon).

3.2 Cloud components should be housed at a limited number of locations that provide cost-effective power and cooling solutions, and front-line support for operation and maintenance.

3.3 Researchers wishing to access HPC/HTC facilities should contribute financially at a level close to that required to enhance cloud capacity to meet their needs (eg buying new cores/blades/clusters).  They should be no worse off financially or operationally than they would have been had they purchased and paid the full running costs of equivalent facilities locally – indeed, some modest level of subsidy might be necessary to incentivise participation.  Capital and recurrent costs should normally be recovered from research grants, in line with the major research facilities model.

3.4 Priority access to cloud facilities should be given to researchers who have contributed financially.  It is likely, however, that there will still, at times, be spare capacity, which could be used to provide limited free access for feasibility studies.
3.5 It will be necessary to plan a phased approach to introducing these new arrangements.

4. The computational science services provided by RCS should be reconfigured to better serve academic need, recognising the pervasive role of computational science across all four faculties and the necessity to align with academic priorities.

4.1 The governance of RCS should be amended to include a line of accountability to the University Research Group and the IS Strategy Board, via  Mi – in addition to line management via IT Services – providing a mechanism for ensuring its plans are aligned with academic priorities.

4.2 RCS should adopt a more service-oriented approach, with key performance indicators linked directly to impact on high-quality research. Their role in computational science could include front-line operation/maintenance of the ‘cloud’  (the complexity of which task they recognise to be considerable), specialist advice, training/support, advice on new technology trends and new software/methods.

4.3 RCS support for computational science should be fully integrated with that provided by Faculty and School IS teams, ensuring responsiveness at the point of need.

5. The University should maintain and further develop existing partnerships (eg with NGS) and should develop similar strategic partnerships with other organisations regionally, nationally and internationally – with a view to gaining access to complementary resources and expertise. 

5.1 Existing partnerships (eg with NGS) should be maintained and access to services such as the access grid should be facilitated by more streamlined procedures, and by better training and support..

5.2 The University should aim to form strategic alliances with major players both nationally and internationally, building on areas of strategically important common interest, identifying opportunities for collaboration, and leveraging access to internationally competitive HPC facilities. 

5.3 The framework for accessing regional and national HPC resources should be further developed so that access is far more seamless than is currently the case. 

6. Although it was beyond the scope of this review, a clear requirement emerged from the review for a university-wide strategy for data storage, archiving and curation 

6.1 The University IS Strategy Board should develop a strategy for data storage, archiving and curation which joins up the institutional repository with a concerted data storage and management activity.

Professor Mike Sutcliffe 
Professor Chris Taylor

Chairman of Computational Science Review Group
Director of Manchester Informatics (Mi)
4th August 2009

Annex 1: Context, Scope and Process
1. Context

Manchester Informatics (Mi) has been tasked by the University Research Group with conducting a review of the future of Computational Science and HPC at Manchester. Professor Mike Sutcliffe led this activity together with Carmel Dickinson (Mi), supported by a small executive team with representation from RCS. 

The review of Computational Science at Manchester covers computationally intensive research in all four Faculties and includes computational modelling, simulation, data mining and visualisation – the term computational science is used throughout this White Paper as a  convenient shorthand.

Computational science activity exists in almost every School in the University but is scattered, with little interaction between areas. It could be one of Manchester’s world-class activities but is not “punching its weight” at a world level at the moment and has not been able to influence strategy locally within the University or nationally. 

2. Scope

The aims of the White Paper are:

· to identify current areas of strength in  at Manchester;

· to identify key areas where Manchester has the potential to become world-leading and identify how computational science can contribute;

· to identify the resources needed if Manchester is to be world leading in addressing these challenges;

· to set out a clearly argued case to justify investment in these resources;

· to set out a range of options for provision, management and support of HPC resources at Manchester to facilitate world leading research and to make recommendations on the best option in terms of facilitating world-leading research and cost-effectiveness.

3. Process

We have engaged with the computational science community as widely as possible across the university to identify broad themes where it is believed that UoM has developed, or could develop, strengths in computational science so that the conclusions and recommendations in the White Paper are based on the most complete evidence of computational science research quality we can gather.

3.1  Initial Workshop

A Workshop on Computational Modelling and HPC was held at Chancellors in July 2008 and a working group was formed, following the Workshop, to produce a draft White Paper on the future of computational science for discussion with the wider computational science community. Professor Mike Sutcliffe, Head of CEAS, agreed to lead the review together with,Carmel Dickinson Programme Manager (Mi), supported by a small executive group comprising Professor Pedro Mendes (MIB and Computer Science), Professor John Gurd, (Computer Science), Dr Richard Henchman (Chemistry), Dr John Brooke (RCS, Director of ESNW), Mr Michael Daw (Head of RCS).

3.2  Draft White Paper 

A first outline of the White Paper was produced in November 2008 and a follow-up workshop, which aimed to engage as widely as possible with interested staff across the University, was held on 26th November 2008 to discuss it. At the Workshop participants worked together on identifying current research activity in computational science and potential for future development. These clustered naturally into a number of major ‘themes’ or areas and individuals volunteered to lead on each theme, producing more detailed input for inclusion in the White Paper by early January 2009. 

In a parallel exercise, surveys were undertaken:

a. Current and previous users of the centrally provided HPC facilities (Horace, condor cluster, ViZ machine etc.) were asked for details of present and likely future use such facilities and the extent to which such use had contributed to research;

b. Heads of Schools and Mi Champions were asked to provide similar details for locally provided HPC resources;

c. To build on the insights provided by RAE 2008 and to ensure synergy with School research plans, Heads of School and Research Directors were asked to feed in to the review where there is currently or potentially world-leading research which is computationally intensive or will need to become so to be internationally competitive. 

The detailed input on major research themes was mined to identify key challenge-led themes – where world-leading computational science at Manchester could deliver a step-change – and generic “cross-cutting” themes which help drive the challenge-led themes. 

A workshop was held on 3rd April 2009 to elaborate the generic, cross-cutting themes that underpin computational science and identifying a ‘pipeline’ of computational science activity i.e. where Manchester is currently world-leading and where there is medium-term or more nascent potential for such activity. Following the April workshop, a series of small targeted focus groups on these themes, developing the argument for the significance of each theme in terms of potential impact and how they align with the University’s aspirations. 

3.3  Final White Paper Report

An open meeting was held on 17th June 2009 to finalise the White Paper .
Details of staff who contributed to the targeted focus groups and of all those who contributed in other ways (input to the White Paper, attendance at Workshops, response to one of the surveys, etc.) are at Annex 10.

Annex 2: Challenge-led Research Themes

1. Health and Lifescience

1.1  Vision for Health and Lifescience

Computational modelling of living organisms and their place in society will revolutionise our approach to healthcare. It makes for an immense challenge but promises many rewards such as the effective treatment and prevention of cancer, the controlling of disease, and the advance of health.  While varying levels of progress have been made on many computational fronts, an ongoing challenge remains to improve, mature and integrate all these levels, ranging from the interaction at the atomic level of pharmaceutical drugs, through understanding of whole organisms, right up to the well-being of whole societies. Manchester is already leading in coupling modelling approaches and experimental data in a number of key underpinning areas:

1.2  Areas 

· Understanding chemical reactions in biological/chemical systems at the molecular level, using quantum mechanical approaches coupled with structural biology;

· Characterising the bioavailability and physiological action of pharmaceuticals, using and further developing statistical mechanics, simulation and modelling approaches;

· Understanding evolution at the molecular level, using comparative analysis of DNA, RNA and protein sequences;

· Understanding interlinked biological processes, extracting functional information from proteome and genome databases and modelling effectively complex networks of interacting systems of genes and proteins;

· Mining knowledge from literature to support the understanding of bioprocesses, linking literature with experimental data, supporting data-driven hypothesis generation and the linking of datasets to literature, to derive machine-actionable semantic meaning such as biomedical associations;
· Building whole-organ models through understanding the operation of a range of cell-types. An ongoing challenge is to link these models with cellular models in one direction and combining organ models to lead to what is termed the "Digital Human";

· Understanding brain function from both top-down (psychology-driven) and bottom-up (neuroscience-driven) perspectives. Computational modelling fills the scale gap between micro-scale wet neuroscience and macro-scale brain imaging, and is the primary tool for investigating information representation and dynamics in neural pathways;

· Maximising the value of large scale biological data sets, using data-led search strategies to 'catch the likely hypotheses' rather then being restricted by pre-determined hypotheses;

· Understanding personalised healthcare, using an integrated approach embracing health databases and organ, cellular and molecular models.  This includes diet, lifestyle, demographics, health services, diagnosis and treatment at a personalised level;
· Understanding key public health issues through Multi Parameter Evidence Synthesis requiring parallel work on micro (record linkage) and macro (evidence source) integration - utilising existing data potential and harmonising new designs for data surveillance.
1.3  Links to Other Themes

Links to Generic Themes:

· Optimisation;

· Multiscale modelling;

· Probabilistic modelling

· Visualisation;

· Data management;

· Text mining;

· Data and knowledge mining;

· Materials

· Statistical modelling

1.4  Outline of need for HPC provision/support

A mixture of high-throughput and multi-threaded architectures is required, with a large amount of fast storage.  Some assistance is needed for setting up and optimising code. 

1.5  Strategic Priorities

This area is key to understanding widespread diseases, such as cancer and those associated with ageing.  It maps onto EPSRC's “Towards next-generation healthcare” mission programme and BBSRC's “Healthy Organism”, “Bioscience for Society”, “Integrative and Systems Biology” and “Tools and Resources” Strategy Panels.  It also maps onto the MRC’s strategy “Medical research as an integrated whole” and to the Wellcome Trust’s six thematic streams.

1.6  What needs to be done

Computation at every level make extensive demands on software and hardware resources.  New algorithms will be required to improve the efficiency of each level and combine into hierarchical approaches. Seamless interfaces with experimental measurements and databases are also required. To fully exploit the benefits of text mining, large-scale processing of health and biomedical literature collections is required: a need for high throughput of massive textual data and derived data combined with a need for parallel processing of compute-intensive tasks. A strategic plan will be formulated by representatives of all areas to assess infrastructure and human resource requirements and plan income sources.

2. Finance and Economics

2.1  Vision for Finance and Economics

Those working in this area in the University of Manchester feel that they have been limited in their aspirations because the HPC which could be applied to large problems has not been (readily) available.  There is potential for Manchester to be world leading in simulating empirical data-driven finance in real time and scaling from micro-economic to macro-economic modelling.  These models could be extended to real time spread of disease and brain modelling.

2.2  Areas

· Understanding how markets work, how liquidity moves and criteria for risk management, by running large 'embarrassingly parallell' simulations on data captured at high frequency (e.g. every 5 seconds – every time someone buys a share);

· Understanding the financial behaviour of individuals in developing economies, using agent-based modelling;

· Simulation of micro and macro economic policy interventions, through the analysis of detailed, large scale data sets;

· Robust, experimental, methods for assessing the efficacy of new theoretical contributions, both in econometrics and decision theory where neuroscience can play an important role in helping to resolve conflicts that new theory has uncovered.

2.3  Links to other themes

· Machine learning, probabilistic modelling, optimisation, data mining, statistical inference/finding patterns in data;

· Mathematical finance, involving the development, analysis and implementation of stochastic models, plays a fundamental role here;

· Economics has links with Neuroscience and learning;

· Easier communications would facilitate building models to support economics & finance;

· Data mining & text mining  are essential tools  (text mining technology has been used for trends analysis in the finance domain, opinion mining or sentiment analysis, competitive intelligence gathering)

· Parallelisation of text mining technology

2.4  Outline of need for HPC provision/support

Although at first innovative and flexible, and subsequently the preferred research tool of choice, the “desktop” PC has not kept pace with theoretical developments, for example, in econometrics over the past 10-15 years A step (culture) change in the ambition and scope of research in this, and related areas, would likely be facilitated by the combined availability of computing hardware, software and support to facilitate the use of HPC – enabling the application and testing of theory on large-scale datasets and through simulation methods. These areas promise rich rewards and the technology to develop improved models (and/or explanations) of human, social and economic behaviour. 

· An audit of software requirements is required. Currently licensing for ‘off the shelf’ packages is very expensive and the cost effectiveness of site licenses vs large numbers of single use licenses needs to be investigated;

· IT support, both in the centre and in Faculties, needs to be user focussed and (optimally) co-located with the researchers;

· Support is needed for optimising programmes; for example, it would be advantageous if preparatory work in Matlab could be transported to the National Grid Service;

· Training sessions for PhD student as an introduction to HPC plus masterclasses/workshops;

· Technicians to make access possible;

· Storage;

· Institutional repository;

· The Access Grid needs to be widely available with low barriers to entry in terms of expertise as well as initial set up cost. 

2.5  Strategic Priorities

The EU Framework 7 Programme covers risk in financial systems. MBS is part of a consortium focussing on modelling frameworks for financial regulation, systemic risk, market liquidity and stress testing Value at Risk.

More generally, to support and invest in research areas – such as the analysis of large and complex data sets, simulation methods for testing new theory – which meet head on the new research priorities of the ESRC and maximise impact – both academic and societal. These include Global Economic and Financial Policy, Understanding Individual Behaviour, Health and Well-Being, the Environment and Population Dynamics and provide exciting interdisciplinary possibilities and synergies with priorities cited elsewhere in this paper.

2.6  What needs to be done

Identify projects which would build collaboration with other computationally intensive researchers. 

3. Nuclear Power

3.1  Vision for Nuclear Power

Computation can add value to Nuclear Power in the future through multilevel modelling, coupling together simulations for processes from the subatomic and atomic levels up to complete systems, such as nuclear reactor systems or geological disposal facilities and multi time modelling from pico seconds to thousands of years. Capturing detail at the micro level will give more confidence in simulations at the macro level and in predictions based on them. In the context of geological disposal, developing a single unified approach to thermal, hydraulic, chemical and mechanical modelling would give Manchester an undisputed leading position.  This nascent area has huge potential.

3.2  Areas

· The ability to simulate whole reactor systems (fuel, cladding, coolant, heat transfer, material performance) will support the operation of existing reactors, the building and operation of new generation reactors, and the development of advanced concepts, and presents an enormous challenge which Manchester is well placed to address.  This requires the development of a single unified multiphysics and multiscale approach linking multiple spatial and time scales, and encompassing materials performance and radiation damage;

· The ability to simulate waste disposal.  This requires coupled thermal, hydraulic, chemical and mechanical modelling, alongside simulation of corrosion, degradation and radiolysis. Reactive transport modelling will be needed to describe both subsurface criticality and movement of radioactivity from the disposal facility. The latter problem will require multiphase (liquid and gas phase) modelling. 

3.3  Links to other themes

Fluid dynamics, heat transfer and properties of materials link to earth system and aerospace – and to multiphysics and multiscale modelling, and visualisation. 

Links to mathematics involve taking qualitative descriptions and expressing these in quantitative form so that they can be modelled; also the application of mathematical techniques to solving quantitative problems in the Nuclear Power arena.  There are also links to the Materials Performance Centre, particularly relating to characterising materials in 3D and the microstructure of welds.

More generally, understanding how nuclear waste will degrade and the radioactivity will migrate from the disposal facility has synergy with Petroleum researchers modelling subsurface transport processes in geological systems.  Additionally, there are links to electrochemistry.  It also links to remote sensing – linking into geophysical data analysis and visualisation. 

The techniques used in nuclear modelling overlap with other areas, for example coastal flows (Earth System Modelling), and thermal hydraulics, fluid-structure interaction, conjugate heat transfer and thermal fatigue (Aerospace).

3.4 Outline of need for HPC provision/support

This area needs both HPC and HTC provision and support.  Materials and environmental research, particularly at a molecular level including radiation science, require high performance throughput architectures. Massively parallel architectures are needed for engineering research; for example in thermal hydraulics. it is hoped to be able to use the EDF large machine – but this will be subject to EDF priorities. The group uses some inhouse software but mostly major commercial and open source codes. EDF makes all its code open source but Manchester needs to develop a support group to enable this to be used and tailored to our requirements. It is difficult to find funding for writing code. The requirements for other areas identified above, such as geological disposal, are not yet clear but are likely to be substantial. 

· An HPC facility which allows researchers carry out simulations in single-processor (scalar) mode and then HPC staff provide support for them to parallelise their software might be the most effective.

· RCS needs a service oriented approach driven by the scientific requirements;

· Training for PhDs and RAs;

· Need to be able to plug into national libraries e.g. Finite Element library;

· Support for ease of access to Access Grid and NGS.

3.5  Strategic Priorities.

Over the last few years, in a series of White Papers, the Government has redefined UK policy with regard to nuclear power and there is now a clearly defined strategy for at least the next few decades. The current position can be summarized as follows:

· A commitment to cleaning up and making safe the legacy from more than half a century of industrial scale nuclear power and the associated research and development;

· Geological disposal of the UK’s higher activity radioactive wastes, almost certainly including at least some spent fuel and possibly including the national inventories of uranium (ca 100000 tonnes) and plutonium (ca 100 tonnes), in one or more facilities 200-800 m below ground;

· Extending the operating lifetime of existing Advanced Gas-cooled Reactors;

· Building a new generation of fission reactors to maintain security of energy supply from a balanced energy mix with reduced dependence on fossil fuels;

· A continuing commitment to an independent British nuclear deterrent.

These programs will run over timescales of 10-100 years and, in aggregate, will cost between £ 100 and £ 200 billion. There are major technical uncertainties associated with all these activities and major issues surrounding the skills base to deliver them.  

3.6  What needs to be done

· Exploiting synergy between experimental and modelling studies has immense potential;

· Further develop the framework research and development agreement with EDF for a modelling and simulation Centre;

· Multiphysics modelling, and several of the other coupled simulations cannot be done at present – “high risk, high gain” opportunity.

· Apply state-of-the-art methods to the simulation of complex systems, which would inevitably be 3-dimension, time-dependent and may well consist of multiple domains. 

4. Earth System Modelling 

4.1  Vision for Earth System Modelling

Computational modelling lies at the heart of scientific research into the Earth System. Climate, for example, is determined by an enormous number of processes, all of which interact and most of which are scale-dependent. Teasing out the feedback mechanisms so that we can predict future climate is a task requiring huge computational resources. Fluid flow is the signature feature of the Earth System, and because of the non-linear nature of fluid flow processes need to examined using a range of models of differing resolution and complexity.

4.2  Areas

· Understanding weather – particularly the physics of convection and severe windstorms – using cloud-scale and mesoscale modelling, including standard ‘community’ models e.g. the Weather Research and Forecasting (WRF) mesoscale model, and the UK Met Office’s Large Eddy Model (LEM), and in-house models (e.g. parcel models);

· Understanding the impact of particulate material on air quality and climate, using cloud microphysics/dynamics-interactions – including the development of atmospheric thermodynamic parameterisations; 

· Understanding sedimentary deposition and structural evolution (faulting and folding) in basins, using discrete element modelling code (DEM) and landscape evolution models. This has been funded by oil industry consortia for several years. An ongoing challenge is to extend these models from 2D to 3D with more focussed support from (local) software engineers;

· Understanding the flow of oil and gas within the Earth, using flow modelling software (both commercially available and developed in-house with Mathematics). 
· Building on existing physical modelling in coastal and offshore hydrodynamics, there is now the requirement to up-scale current particle-based codes describing these nonlinear and violent phenomena. 
· Applications in the areas of alternative energy generation (e.g. Wave Energy Converters) and floodplain modelling and coastal protection (and human and societal responses) require massively parallel simulations on tightly coupled large HPC/HTC architectures.
4.3  Links to other themes

There are clear links to the Nuclear Power and Aerospace themes.  

More generally, there is potential to get involved with other big geocomputation activities such as hydrocarbon reservoir flow modelling (involving SEAS, Maths and CEAS), and Carbon Capture projects (there is concern that Manchester is losing out to Edinburgh on this for want of HPC engagement).

4.4  Outline of need for HPC provision/support

In Weather research currently there is too large a gap in performance between local PC clusters and Hector, and the group’s productivity would be significantly enhanced by access to local supercomputing resources. Crucially, weather research produces very large datasets and storage availability is as great a hindrance as processor power at the current time.

The Atmospheric Science group makes extensive use of national supercomputers but needs a local HPC facility and software engineers to develop code and enable students to learn HPC and to run code developed in-house.

The aerosol surface tension, activity coefficient and cloud activation process models carry low computational overhead and are readily carried out on a workstation. Their implementation in aerosol dynamical frameworks carries a higher computational burden – 1-D multi-sectional representations are currently carried out on a local cluster. 3-D regional simulations of aerosol processes require significant resources and various versions of the CMAQ Models-3 and CMAQ MADRID codes require O(100) processor-weeks on Horace for 3-way nested simulations. More computationally-expensive still are the coupled chemistry-aerosol-cloud-dynamics simulations using WRF-Chem. Currently on Hector, this model runs between 10 and 20 times more expensively than the WRF model and is scaleable to O(1000) cores. It is envisaged that it will become more expensive once additional thermodynamics and aerosol dynamics processes are included. There is a major need for resources to optimise code.

4.5  Strategic Priorities.

Coping with climate change and pollution (events and processes) are strategic priorities nationally and internationally. Manchester has strengths in almost all of NERC’s strategic priorities particularly:

· Climate system;

· Sustainable use of natural resources – in particular non-renewable (eg minerals, fossil fuels) energy sources;

· Earth system science - building an understanding of the whole system and how the component parts interact;

· Natural hazards, particularly the dynamics of severe windstorms, flooding and the study of sedimentary depositions and links to coastal erosion and landslides;

· Environment, pollution and human health predicting the future behaviour of pathogens and pollutants and provide solutions to issues such as the spread of disease, drinking water contamination and air pollution;

· Technologies – it is essential to keep up with advances in computational science, especially with the advent of massively-parallel computers, efficient exploitation of which will require national (and international) investment in new algorithms. There is likely to be a NERC-funded programme in this area soon.

4.6  What needs to be done

Develop the ability to deal readily with massive (100Gb – 1Tb) datasets, including development of novel algorithms and the use of novel hardware (e.g. GPUs).

5. Aerospace

5.1  Vision for Aerospace
A key challenge is to produce a “unifying” software tools – for example integrating the range of physical predictive models that include computational fluid dynamics, structural, thermal, combustion and magnetic effects.  This requires coupling models across different length, time and property scales. Reduced order modelling of complex systems will enable progress in both rapid design optimisation and realtime scenario analysis alike. Many of the modelling tools developed for Aerospace applications are interdisciplinary and will impact across all the above themes, Materials are increasingly crucial in the Aerospace

5.2  Areas

· Understanding fast track optimal design – in a field where simulation is increasingly replacing experiment – using modelling and simulation in which, for example, the intelligent use of genetic algorithms and other optimization tools enables designs to be parameterized with millions of degrees of freedom;

· Understanding turbulence, using computational fluid dynamics.  Development of innovative modelling and simulation techniques is crucial given the highly unstable nature of turbulence coupled with the broad range of physical scales and the requirement for comprehensive timecourse data – this is highly significant for both the optimisation of modern air transport and the development of supersonic/hypersonic transport alike;

· Reducing pollutants, using combustion modelling – an extremely complex and computationally demanding science, since a large numbers of reaction mechanisms are significant and timescales are much shorter than those due to turbulence;

· Reducing fuel requirements, using in particular flow physics modelling and turbulence modelling together with aerostructure modelling. Reducing noise pollution, using simplified predictive models.  Theoretical understanding of noise source and propagation is good but the computational requirements necessary for an accurate representation and prediction are particularly demanding. Consequently, many assumptions are currently required and much research is anticipated in this area.  Such technology can be readily transferred to all high noise generation transport, i.e. road and rail engineering;

· Producing autonomous systems (unmanned vehicles), developing real-time decision making and appropriate interfaces.  Due to the recent deployment of unmanned airborne vehicles the impact of such systems is widely understood and appreciated.  However, these systems still generally require human interfacing and remote control in the majority of cases.  Decision-making for the autonomous system will require real-time multiple scenario analysis to be performed with very short calculation times to accurately assess millions of possible actions.  Efficient algorithms and cost effective models are therefore a high requirement;

· Improving the scheduling for entire airline networks, using simulation of all communication networks and the ‘open space’ around an aircraft; complete modelling of airport/aircraft logistics and bottleneck analysis.

5.3  Links to other themes

· Autonomous unmanned vehicles are of great interest to the Nuclear Power area;

· Strong links with modelling in the Nuclear Power area;

· Modelling loads;

· Molecular modellers in materials;

· Reduction of aircraft weight with the use of polymers & composites will call upon material science. New nano-scale materials will be used to incorporate tiny flow control devices. Nuclear degradation of graphite – scanning in graphite and model degradation;

· Computational physics;

· Maths and BII on imaging including assessing level of error in images – for example, in porous solids small effects can have large consequences;

· Visualisation and modelling of complex 3D structures – modelling parts of dinosaurs. Imaging aspects of nuclear power stations;

· Approximation techniques;

· The impact of pollution from aviation (both gaseous and particulate) is of considerable importance for weather and climate.

· Unsteady circulation/respiration modelling in biology and associated fluid-structure interactions.

· Financial Analysis: many turbulence modelling approaches have been used to analyse financial data.

5.4  Outline of need for HPC provision/support

Hardware: 

Inevitably, the computational requirement is extremely high, but high order accurate predictive science will have a very important role in the future of aerospace engineering.

The Aerospace group have developed approaches to maximise output from modest HPC capabilities. Combined with a significant HPC facility, employing a selection of the latest architectures and CPU technologies, these approaches could produce a step change in computational output. Iterative imaging needs HPC and ideally this will need to be physically located as close to where the work is being done, due to possible delays transferring data across the network.

Software: 

In the interest of public knowledge and for the efficient dissemination of new numerical methods, the use of open source (free license) software is seen to be a crucial step. The domination of commercial code software can often stifle research and development to the detriment of predictive science. Thus it is important that such codes can make efficient use of the available HPC resources, through parallel software architecture and that code is readily portable to the newly developed platforms and architectures. It is recognised that there will inevitably be a requirement for certain commercial software but the theme as a whole will aim to generate software and code in line with the open-source principle as a means to most effectively transfer knowledge from one research project to another and also to maximise from the enormous potential offered from Web 2.0 technology. 

Personnel: 

Investment is needed in specialist support staff to ensure maintenance and support of the hardware, as well as to train and assist users to extract the maximum potential from any investment. Since such specialist support staff are rarely found with knowledge of all the specialist software required by a given group, the recommended focus would be upon general HPC support skills such as MPI, optimal data management, compilation and parallel load balancing. It is also envisaged that such recruited experts should possess good Web2.0 support to enable the full exploitation of the potential of this mechanism.

5.5  Strategic Priorities

Greener Aircraft – reduction of the environmental impact is likely to be the single most significant driver for Aerospace research for some time to come. The championing of the advanced design and development of Unmanned Airborne Vehicles (UAVs) is also identified to provide a common objective towards which all integrated challenges can be focused. Such vehicles can require completely original design and a complex integration of systems; as such they may also require new propulsion mechanisms and novel aerodynamic features. UAVs are undoubtedly set to replace a high proportion of all current airborne operations; not just in the military sector where they have already proven their worth, but in the civil sector also e.g. surveillance/remote sensing, cargo transport, fire-fighting, air-to-air refuelling etc.

5.6  What needs to be done

There may be potential to exploit synergy with the proposed Hartree Centre. A bid is being developed for sustainable code development in imaging.

Annex 3: Generic Research Themes

The challenge-led research themes in Annex 2 are underpinned by a number of generic, cross-cutting themes which interact synergistically with the challenge-led themes. 

1. Mathematical & Computational Foundations

The mathematical, numerical and computational methods that underpin computational science, including:

· Numerical algorithms

· Linear algebra

· Partial differential equations – including Finite Element modelling

· Uncertainty quantification – including stochastics

· Inverse problems (including image reconstruction)

· Networks and complexity

2. Multi-Physics Modelling

Modelling a broad range of continuum phenomena of matter in all its phases, and the dynamic interactions between them, including:

· Mechanics

· Fluid dynamics

· Interface properties

· Thermodynamics

· Electromagnetics

3. Discovery & Analysis

Methods analysing very large datasets, discovering structure, finding rare events and making inferences, including:

· Machine learning and pattern recognition

· Search and matching

· Data and text mining

· Statistical inference

· Image analysis

· Visualisation

4. Architecture & Methodology

Software and hardware architectures, methods and tools for modelling, simulation, discovery and analysis, including:

· Multi-scale modelling;

· Agent-based modelling

· Network modelling

· Large scale data mining and optimisation

· Grid computing, field-programmable gate arrays, graphics processor units

· Software engineering for parallelism

Annex 4: Context and Trends

This annex sets the review of computational science at Manchester  in the wider context of the strategy at UK and international level and of trends in hardware and software development for HPC.

1. Strategy at UK Level

Traditionally the needs of computational modellers at a national level have been met by the provision of centrally provided National HPC facilities which require investigators to submit their proposals to peer review before being allocated time on the resource (Class 1 usage). There have previously been avenues for developing new applications to this level, notably Class 2 for pump-priming to test new ideas and algorithms and Class 3 for novel application areas requiring smaller scale access than Class 1. Below this there was no provision in between the National Facilities and the local facilities at individual Universities. These latter were purchased via a variety of methods, equipment on research grants, special funding initiatives, such as JREI, and latterly by the use of SRIF funds.

The advantage of this method of purchase is that it allowed freedom and flexibility to research groups. The disadvantage is that it can be very difficult to build a unified infrastructure that allows economies of scale and that individual systems can be inefficiently utilised or else effort which should belong to research is diverted into system administration. Another consideration is that the National Facilities are cut off from this local effort. To justify the scale of the national resource non-standard programming methods were employed to tune the applications to a specialist architecture. Since the high-end architectures kept changing this was a very time-intensive process and only a relatively small community of researchers could be supported in this way. As well as the national HPC facilities, the Research Councils funded Computational Community Projects (CCPs) mainly supported from Daresbury and thus now via STFC but with contracts funded mainly by EPSRC. These maintained and developed codes rather than hardware but were a very important bridging step to the use of very large parallel machines. 

With the development of the UK e-Science programme and intermediate tier of computing was developed based on the idea of high-throughput (HTC) rather than high-performance computing (HPC). HTC requires the simultaneous execution of many units of computation (jobs) which are nearly identical in structure and require very little communication between the units of computation. They are thus inherently parallel and do not require elaborate software engineering to use multiple resources concurrently.  Examples are data mining over large datasets, sweeps through parameter space, trialling of multiple candidates to fit a particular task. HTC computing tends to be data-intensive and data-centric. In HPC programming the problem is to solve a massively large task which is inherently serial and therefore requires the frequent passing of large amounts of data to synchronize the different programming units. HPC programming is not inherently parallel and therefore requires more elaborate software engineering to utilise multiple processors. The e-Science programme coincided with a speedup in the performance of commodity processors that was still obeying Moore’s law and vastly improved networking infrastructure to aid distributed computing. 

Support for HPC National Facilities has involved a number of different consortia over a long period. The University of Manchester provided this support for the CSAR service between 1998 and 2006. but the last two contracts have not involved UoM. However, support is currently provided by the Numerical Algorithms Group (NAG) who employ several of the UoM staff for this purpose. The e-Science programme was very ambitious in scale and funding (£250 million) and led to a large-scale increase in use of computational resource. Some of this was provided by Campus Grids, where under-utilised resources such as PC clusters were connected via a University infrastructure for HTC computing. In order to provide a national infrastructure to link the e-Science activity, and to encourage the uptake of the Grid computing paradigm, the National Grid Service was funded jointly by EPSRC and JISC. The funding was for compute-intensive and data-intensive clusters forming a core Grid and also for user and system support for this core Grid.  The NGS was also intended to integrate the National HPC resources into the Grid infrastructure. It developed procedures for other sites to join as partners to offer new resources to the NGS in exchange for a share of the core resource. Regional Grids funded by consortia of Universities and/or Regional Development Agencies (RDAs) were also integrated into the NGS infrastructure. 

The current situation with regard to strategic investment in facilities for computation is that EPSRC have created a new unit (Infrastructure and International), which manages both the HPC facilities and the core e-Science programme. This has led to an expansion of the concept of what a facility consists of, for example the Open Middleware Infrastructure Institute which supports software developed under the e-Science programme to be developed to far higher standards of software engineering than is the normal case with software developed in research projects. This is the concept of “Software as a Facility”. However, OMII has been able to support only a very limited range of software. It illustrates the need for investment to ‘productionise’ proof-of-concept or demonstrator software coming out of research projects, but does not provide the resources to do this on a large scale. This has resonance at the HPC level also since it is becoming increasingly recognised that, to exploit the ever increasing size of parallel computing resources, more advanced methods of software engineering and improved development of algorithms are as essential as improvements in the provision of hardware resource. This has been reflected in recent calls for HPC software and the funding of DTCs in HPC computing. 

The EPSRC is acting as the managing agent for other RCs and has been guided by international reviews of HPC Mathematics and the recommendations of the High End Computing Strategy Group EPSRC is currently in the process of commissioning an international review of the e-Science programme. New developments in research funding, such as the themed programmes Digital Economies and e-Health are an important driving force since they are increasingly obliterating the distinction between specialist HPC programming and more “general” programming. This is being accelerated by industry trends such as the ubiquity of parallel processors (see section 4) and the vastly increased provision of networking bandwidth for digital media distribution. An example of the effect of the latter is that applications and high-energy physics and radio astronomy are sharing the same light-switched networks as distributors of broadcast media such as the BBC. The specialist and the commodity share the same networks and this drives down the relative costs for HPC and HTC infrastructure.  There exist networks providing input to the RC strategy on the use of multi-core architectures, numerical algorithms for HPC, Digital Media Representation on the communities producing such reports could have considerable impact on the opportunities for researchers at the University to make successful bids for the funding provided by such themed programmes. 

2. Strategy at European and International Level

HPC provision has been provided by very different strategies in different European countries and has been traditionally a matter of national pride. In 1999 the EuroGrid project was funded in the ICT FP5 programme to provide a uniform interface to European HPC resources via the Unicore software developed in two projects funded by the German BMBF. The successor to EuroGrid was DEISA (Distributed European Infrastructure for Supercomputing) which linked together the major centres of HPC in Europe via Geant and used Grid technology to load balance work across the DEISA Grid. In this way entire HPC resources could be dedicated to a single programme while all the rest of the work on the resource was migrated to other machines on the DEISA Grid. Given the high cost and long time necessary for checkpointing jobs on modern HPC resources this was a considerable gain in flexibility. Such developments are leading to proposals for further integration of EU HPC infrastructure via the PRACE consortium (Partnership for Advanced Computing in Europe). The University of Manchester was a founding partner in EuroGrid and was a member of the EPSRC consortium in PRACE but has now dropped out of participation in projects for European HPC infrastructure although it is very active in European HTC computing as elaborated below. 

The idea of a European Grid for HTC computing came from the needs of the High Energy Physics community in particular to analyse the vast amounts of data that would be produced by the Large Hadron Collider (LHC) envisaged to come on line in 2008 (now somewhat delayed). The EU DataGrid project started in 2001 and by its close in 2004 it had been successful in building a Grid for running very large numbers of computational jobs simultaneously. It was expanded to other subject domains in the subsequent EGEE  (Extending Grids and E-Science in Europe) project which is now in its third phase. The advantage is this very large Grid is that very large amounts of computing power can be applied in a relatively small time. The University of Manchester has played a very important part in this effort via the above-mentioned EU projects and the UK funded GridPP project which worked in tandem. In 2003 a collaboration between the North-West e-Science Centre (ESNW) and the High Energy Physics group in the School of Physics and Astronomy received £3.1 million investment in infrastructure including £700K for a 2000 node cluster for loosely coupled processing using commodity 32 bit processors from Dell. Based on this investment the University has been very successful in attracting grant income for e-Science and the requirements of the business plan for the investment, requiring grant income worth £25 million to Manchester in the period 2003-2013 have already been over fulfilled. 

On the wider international scence, both the US and Japan have led the investment in large scale computational science. The US ASCI programme established the template for very large machines built from commodity processors. The Japanese Earth Simulator by contrast used specialised vector processors that performed numerical tasks to a higher degree of efficiency than their commodity counterparts, albeit at the cost of more expensive hardware that could not take advantages of economies of scale due to reproduction of the chip design in a wide range of lower end servers. With the advent of mass produced accelerators for graphics processing (see Section 4) the distinction between vector processors and cache-based systems has given way to hybrid architectures that utilise both, which will be further discussed in Section 4. Both the US and Japan have also invested in high performance networking and Grid technology to wider the access to supercomputing. In the US this has been via the TeraGrid which links the major US HPC resources open to academic researchers (i.e, outside the US government programs) giving access to total processing power of thousands of TeraFlops connected at 40Gbps and is accessed via web based portals called Science Gateways. In this way communities of researchers with common interests and sharing common codes can be supported. The barrier of access from the medium to the very large facilities is eased by this process. The Japanese National Research Grid Initiative (NaReGI) has the aim of providing a unified portal based access to computational power to Japanese researchers, principally in the domain of  These initiatives are aimed to the problem identified in Section 1, namely that the National HPC facilities can become detached from the larger body of regional and University based facilities. The UK National Grid Service endeavours to perform a similar function but with more modest resource, based on clusters of a few hundreds rather than thousands of processors. 

The computational dominance of the US, Europe and Japan is being increasingly challenged by China and India. China has invested heavily in Grid technology and India has devoted effort to developing a native supercomputing industry. Other regional areas such as the Asia-Pacific area are also developing computational infrastructures, largely but not exclusively concentrated on computing for the bio-sciences. They have also networked their computational facilities via Grid computing. Finally it is worth noting that commercial companies such as Amazon, Google, Sun and Microsoft are offering on-demand access to High Performance Computing as a pay per use service. This is part of the move towards Cloud Computing which is increasingly locating the source of problem solving computational power as the Internet itself and takes advantage of huge economies of scale and the location of very large computational facilities in locations where energy and cooling power are cheap. 

3. Trends in hardware and software development for High Performance Computing

Twenty years ago the top end of computing was dominated by specialist processors and architectures which were very different from the Intel processors and PC architecture in personal computers. In the 1990s the performance of commodity processors began to improve to the level where clusters of commodity processors could be used to tackle problems previously only possible on the top end machines. The breakthrough made by Beowulf clusters build by enthusiastic research groups advanced to the point where they became dominant in mid-range computing and eventually in the very top end of computing. The US Accelerated Supercomputing Computing Initiative (ASCI) pioneered the building of supercomputers built on commodity components (albeit somewhat specialised for purpose). This lead to a dominant style of computing based on distributed memory and using the Message Passing Interface (MPI) to allow large programs to be distributed across the cluster. Despite proposals for specialist parallel languages, the programs were written in languages designed for general purpose serial processing, Fortran and C/C++. There were attempts to develop an HPC version of Java but the necessary changes to the language have not been implemented, and the belief (or observation) that Java was not suitable for performance critical computing, meant that the programming language that dominated most commercial and general purpose applications was not used in HPC. The requirement to make message passing explicit via MPI meant that producing parallel applications was a time-consuming and person-intensive process. This greatly restricted the uptake of HPC and lead to a software split between the methods used in high end computing and the more general computational modelling. The latter tended to utilise software packages such as MatLab. (computational science and engineering) Abaqus (engineering), FLUENT (Computational Fluid Dynamics), Gaussian (computational chemistry), AMBER (molecular dynamics), R (statistics). From a research point of view this makes perfect sense, enabling researchers in chemistry, engineering, social science etc. to pursue their research rather than be distracted by learning concepts pertaining to computer science.

The problem arose that for the software houses producing these products, the HPC market based on explicit message passing was simply too small to justify the extensive and expensive software engineering necessary to run on distributed memory clusters. The Computational Communities Programme (CCPs) did produce codes for communities that could scale to such machines. However many researchers, including the majority of those at Manchester, continued to use the commercial codes in preference. The reasons for this are varied, desire to be compatible with industrial standards, validation of codes against experimental results, provision of more easily used interfaces, desire to exchange results with colleagues etc... This meant that the majority of computational modellers were unable to exploit the power of the cluster-based resources. This was not widely perceived as a problem so long as the performance in terms of clock speed and memory size of standard PCs continued to grow according to Moore’s law. Actually this was less true for memory compared with processor speed, thus one compelling reason to parallelize was when the problem was tool large to fit in a PC memory. Industrial researchers who could afford it, e.g. oil and gas companies, were able to purchase specialist machines that offered a single programming model with shared memory via clever hardware and software engineering that hid the distributed nature of the machine. SGI were associated with this approach and the various SGI machines that were available at Manchester were heavily used. 

Very recently, this distributed memory programming model has been challenged. Firstly considerations of increasing power consumption as clock speeds increase and the need to remove the heat have lead to a drastic slow-down of the speed of a single processing unit. At the same time it is now possible to put multiple processing cores in a single Central Processing Unit (CPU). Thus the CPU performance continues to increase but via parallelism at the processor level. Also the phenomenal growth of the market for computer games has led to the development of Graphical Processing Units (GPUs) which have tens of processing cores, and look to soon have hundreds. The programming model used by such CPUs and GPUs is not message passing but multi-threading, which moves it closer to the shared memory parallel programming model of the SGI machines mentioned. The total effect of all this is that now almost all desktop and laptop computers are now parallel. The effect on the commercial software houses is that they have to parallelise their applications to deliver improvements in performance in tandem with the improvements in the hardware available to all computational modellers. This is the reason for an explosion of interest in models for multi-threaded programming. The University of Manchester is developing expertise in such programming via research in Computer Science, Research Computing services and various research groups (e.g. in life sciences). The University has participated in the MRSN network mentioned in Section 1 and links have been made between bioinformatics researchers and technologists interested in parallel computing via the MRSN initiative. The advent of multi-core parallelism could allow Manchester to regain a leading position in the development of scalable applications across a range of the disciplines mentioned in the main part of this report. 

Finally, current concern with both environmental issues and also ongoing cost of ownership have driven considerations of energy efficiency in computation to the fore. This is true in both the commercial and academic sector. The slower clock speed of the multi-core chips enables reduction of energy consumption for a given amount of processing. This trend has been recognised by the publication of at Top 500 for energy efficient computation, the Green 500. Here the metric is floating point operations (FLOPS) per watt rather than FLOPs per se. Given the University of Manchester’s commitment to sustainability, energy efficiency and cost control, energy consumption will be a very important component of an HPC strategy and this issue is also high on the agenda of other major Universities with substantial computational resource. 

i
 EPSRC International Review of Research Using High Performance Computing in the UK available at 

http://www.epsrc.ac.uk/ResearchFunding/FacilitiesAndServices/HighPerformanceComputing/InternationalReview/default.htm

ii 
EPSRC International Review of Mathematics  http://www.epsrc.ac.uk/AboutEPSRC/IntRevs/2003MathsIR/default.htm

iii EPSRC High End Computing Strategy Committee http://www.epsrc.ac.uk/ResearchFunding/FacilitiesAndServices/HighPerformanceComputing/HPCStrategy/HighEndComputingStrategyCommittee/default.htm

iv Many-core and Reconfigurable Supercomputing Network 


    http://www.oerc.ox.ac.uk/research/many-core-and-reconfigurable-supercomputing

v Roadmap for Numerical Analysis and High-Performance Computing http://www.oerc.ox.ac.uk/research/hpc-na

vi Wiki for Digital Economies consultation on Digital Media Technologies http://146.87.15.103/DEIwiki/index.php/Main_Page

vii Partnership for Advanced Research Computing in Europe http://146.87.15.103/DEIwiki/index.php/Main_Page

viii The Green 500 http://green500.org

Annex 5: Horace Survey

Surveys Issued: 77

Responses: 30

Non-responses: 47

% responded: 39%

Breakdown of usage

	Estimated hours of usage in 2008 (000’s)
	No. of users*
	% of users
	Cumulative %
	% of total usage
	Cumulative %
	List**

	250k and above
	2
	3.8
	3.8
	42.1
	42.1
	A

	100 – 250k
	5
	9.6
	13.4
	27.0
	69.1
	B

	50 – 100k
	5
	9.6
	23
	16.4
	85.5
	C

	10 – 50k
	10
	19.2
	42.2
	11.1
	96.6
	D

	1 – 10k
	14
	26.9
	69.1
	3.1
	99.7
	E

	Below 1k
	16
	30
	~100
	0.1
	~100
	F


*Includes those who have not responded to the survey, but for whom we have usage data.

**This list will be used to indicate, in this summary, who made which comments (see footnotes).

a) Reasons for Horace use, and who gave them

i) The most frequently given positive reasons for using Horace were that:

· It is good for medium sized work.
 

· It has a very helpful, good support team.
 

· It is fast, reliable, and efficient.
 

· It is good for parallelisation.
 

· It is convenient; training is easily available; easy to use.
 

ii) Negative reasons for using Horace centred on the unavailability and cost of other HPC computing resources.
 

These reasons were given mainly by those who had not published papers or secured funding that depended on Horace. 

This suggests that these respondents would perhaps have been more productive if Horace was more capable of catering for their needs, or, if other, national services were more readily available. 

iii) Some users said that they use Horace in conjunction with some other services.
 

iv) The top five users (1 of whom had not responded), who make up for 60% of total usage, 2 gave positive reasons for using Horace and two gave negative reasons. These included:

Positive:

· “Large number of nodes, good interconnect… Well maintained, good support team.”

·  “Convenient, reliable, reasonably fast, run by a team of specialists, cheap, very suitable for new projects with moderate scaling.”

Negative:

· “I do not have any School’s facility and the national grid is not suitable for the intense parallel use I need.”

· “The present HORACE resource cannot be termed HPC – a cutting edge computational group should have that size of system for their own use. When compared with what our competitors such as Bristol, UCL, IC and even Cardiff have, it is rather insignificant.”

_______________________________________________________________

b) Horace productivity

      Of the 28 relevant respondents:

i) 11 had secured funding which depended upon the use of Horace since 2001.
 The total amount secured, by these 11 respondents, was ~8,175,000. 

ii) 17 had
 and 11 had not
 published any papers that depended on Horace.

iii) Of the 11 that have not published:

· 4 said that they are expecting to see publications which will, or have depend(ed) on Horace in the near future.

· 2 said that they had published using HPC, but not Horace.
 (Yet this may be the same for the other respondents, who did not feel it necessary to give us this information)

_______________________________________________________________

c) Horace use

i) Of the 24 responses to this question: 

· 93.57% of the answers were: “research”

· 3.92% of the answers were: “postgraduate teaching”

· 2.14% of the answers were: “undergraduate research”

· 0.35% of the answers were: “undergraduate teaching”

      Taking into account differences in usage, this translates to approximately:

· 97.8% of time spent on research

· 0.44% of time spent on postgraduate teaching

· 1.75% of time spent on undergraduate research

· 0.1% of time spent on undergraduate teaching

ii)      Despite the lack of undergraduate teaching taking place using Horace, the following speculative comments were made:

· Neil Burton: “…there will be greatly increased MChem
 usage required post 2008-9 when other equipment will not be available for teaching.”

· Sanjay Kharche: “Purely research for now, but could potentially develop into teaching.”

iii)       These numbers mean that, based on the estimate for total usage of Horace in 2008 of 2,413,225.80, in that year, approximately:

· 2,360,134.83 hours were spent on research

· 10,618.19 hours were spent on postgraduate teaching

· 42,231.45 hours were spent on undergraduate research

· 2,413.23 hours were spent on undergraduate teaching

______________________________________________________________

d) Problems with Horace

Problems with Horace were given predominantly on comparative terms. Manchester, some respondents suggested, could fall behind its competitors if central HPC is not improved. The following criticisms of Horace were advanced:

· Comparatively low volumes of research, short simulation lengths, and small system sizes available to study (often because of too many users).

· Poor, inflexible software support.
 

· Insensitive queuing system (for example, no indications of how long the wait is), and restrictions on running times.

· Poor coordination. (Too top-down).

· Research is ‘…tailored to the limitations of the resource available rather than true scientific goals and aspirations.’

_______________________________________________________________

e) Comments on the future of HPC in Manchester

i) Especially those respondents of high-use and high-productivity, said that the impact upon research if a central HPC service ceased to exist would be negative. The central reasons given for this were as follows:

· Inflexibility of other services.

· Grant money would have to be spent on local hardware or other services. 

· More costly systems would have to be used. 

· External funding would have to be found to pay for more expensive services.

· Difficult to get access to national facilities.

The effects of this would mean that:

· Researchers fall behind their competitors.
 

· Fewer papers would be produced.

· Vision 2015 would be compromised.

· In many cases, some research would have to cease, or researchers would be forced to change field.
 

ii)        The survey results showed that, of the 28 respondents:

· 20 said that their usage of HPC facilities would increase over the next 5 years.

· 1 said that it would increase if a better HPC facility was to be provided.

· 2 said that their usage will decrease.

· 1 that it would stay the same.

iii)       It also showed that, of the 28 respondents:

· All but 2 of those who said that their usage of HPC facilities would increase over the next 5 years would suffer as a result of the failure of the university to provide a central facility. (Of the other two, one said that this was due to the availability of external facilities, and one said that this may not be the case in the future) 
;

· 2 said that their research would suffer, despite their prediction that their future usage would fall
;

· 1 said that their research would suffer, despite their prediction that their future research would be equal
;

Those who said that there would be not impact on their research can be classified as ‘low productivity,’ and gave negative reasons for their use of Horace. 

iv)      Some respondents left alternative comments on the future of HPC facilities in the university. These were centred on these themes:

· Horace should be improved in the future in order to facilitate better, more competitive research. This will provide researchers with the space they need to be more experimental and creative, rather than reactive.

· The university should be more observant of, and more responsive to, advances and changes in external HPC facilities. If Horace could be more competitive with national providers, more people would use it.

· Future university HPC services should be more tailored to helping those who don’t have good local resources.

· Central HPC facilities are essential in shaping the future of computational science in Manchester. World-class research will not continue without better HPC services in the University. 

· ‘It is unrealistic to expect individual grant awards to cover [a HPC facility] which in the interests of economy and efficiency should be provided centrally.’

Annex 6: Other HPC Survey

Survey of Users

a) Who uses which services

i) So far, there have been 18 responses to the survey from this category, 17 of which contained relevant answers.

Of these: 

· 51% of answers were for North-West Grid

· 17% were for the National Grid Service

· 13% were for “in-house” computers

· 9% were for Horace

· 5% were for MACE

· 2% were for MAN2

· 2% were for Condor

· 2% were for Viz

These percentages can be broken down as follows:

· 7 are research associates, for which:

· 51% of the answers were for North-West Grid

· 14 % were for Horace

· 26% were for “in-house” computers

· 9% were for the National Grid Service

· 6 are students, for which:

· 58% of the answers were for North-West Grid.

· 16% were for the National Grid Service.

· 14% were for MACE

· 6% were for MAN2

· 6% were for “in-house” computers

· 4 are lecturers, for which:

· 38% of the answers were for North-West Grid

· 33% were for the National Grid Service

· 13% were for Horace

· 7.5% were for Condor

· 7.5% were for Viz

_________________________________________________________

b) What they used them for

i) Of those who provided relevant answers:

· 0.7% said that the service is used for postgraduate teaching.

· 99.3% said that it is used for research.

ii) Approximately £1,330,000 has been gained in funding using HPC facilities. This was all for the work of one respondent, who uses North-West Grid and Horace. 

__________________________________________________________

c) Most prominent reasons for use

i) North-West Grid (10 respondents (3 of whom use in conjunction with other service(s))):

· Fast and smooth, with no limits on running times, and parallelisation.

· Convenient location and comparatively low entry barriers.

· Easy to use.

ii) National Grid Service (4 respondents (3 of whom use in conjunction with other service(s)))

· There are comparatively low entry barriers and it is free upon application.

· There are no running limits.

iii) The survey results suggest that people will use different services depending, to a certain extent, on the size of the jobs they want to run.

____________________________________________________________

d) The future of HPC facilities

i) All but one of the respondents on this list said that their demand for HPC would increase over the next 5 years.

ii) All of these said that if the service were no longer available, their research would have to either slow down significantly or completely stop. 

Survey of School Champions and Heads of Schools)

a) Which services people use

i) Life Sciences

There were 5 respondents from the Faculty of Life Sciences. Of these:

· 2 use Beowulf clusters

· 1 uses Agent.smith, which apparently supports a lot of research in biohealth informatics.

· 2 computational neuroscientists do not use any HPC or visualisation services

ii) Chemistry

There were 5 respondents from the School of Chemistry. Of these:

· 1 uses computer clusters in the School of Chemistry, MIB or Kilburn.

· 1 uses group-owned machines called Opterons

iii) Computer Science

There were 6 respondents from the School of Computer Science. Of these:

· 2 have no HPC requirements HPC

· 1 is retired

· 1 uses an Opteron-based Dell server, which they call “Chronos”

· One uses a small HPC cluster called “Stella”

iv) Environment and Development

There was 1 respondent from the School of Environment and Development. 

· Their work “falls short” of the level of performance encompasses by HPC and visualisation.

v) Mechanical, Aerospace and Civil Engineering

There was 1 respondent from MACE.

· Members of staff in MACE use “small, individual linux clusters, SGI machines and large memory machines.” (5-10 small facilities in the school) The largest is a Beowulf cluster of 80 nodes.

____________________________________________________________

b) Opinions on central HPC provisions, and who gave them

i) Advantages

There were only a small number of respondents who said why central HPC services are advantageous (4 of the 8 respondents who replied to this question – whereas all 8 gave reasons for why they do not think so). One respondent from MACE gave a detailed breakdown of advantages and disadvantages. Their input, and the very few other responses, suggests that the main advantages of centrally provided HPC are:

As given by MACE:

· More efficient usage of hardware budget

· More productive expert support (better use of HPC expert time)

· Faster and more stable PGR support and better service provision

· Greater potential for more ambitious research

· Greater possibility of interdisciplinary work - one point of contact

· Greater flexibility - user cloud (floating drives)

· Data back up

· Pooling also enables to have cluster of identical hardware, gradually updated.

As given by MACE & CS:

· More efficient user support (less diverse user environment)

As given by MACE & FLS:

· More efficient staff time usage (for installation, maintenance, troubleshooting – no worries about maintenance)

ii) Disadvantages

Again, one respondent from MACE provided the most insight. 3 of the 8 people who gave opinions on the disadvantages of centrally provided HPC facilities did so by stating what they prefer about local facilities. The answers, however, can be summarised as follows (descending in order of prevalence): 

As given by MACE, CS & FLS:

· Unable to fine tune, tweak, and adjust

As given by FLS: 

· Too much bureaucracy

As given by FLS and MACE:

· No expertise specific to interests

As given by CS:

· Slower turnaround times

As given by MACE:

· Potential bugs/problems introduced by platform wide updates

As given by SED:

· Moore’s law means that HPC facilities can exist and continue developing at local level for longer than we may expect.

______________________________________________________________

c) Opinions on Central support for local HPC services, and who gave them

There were few responses to this question, mainly, it seems, because of its speculative nature. Most responses did not specifically indicate advantages or disadvantages of central support for local services, but rather included an opinion on why local support works for them. Of the 5 respondents who commented on this question, 2 failed to give any indication of the benefits of having central support for local services. All 5 respondents, however, gave reasons for why they believe such a system would be detrimental.

The answers can be summarised as follows:

i) Advantages

As given by FLS:

· It would work if it could provide a wider range of support

As given by Chemistry:

· It could provide expertise not available locally

ii) Disadvantages

As given by FLS & Chemistry:

· Would not be specialised enough

As given by CS:

· Could not cater for special requirements like confidentiality

It may be worth noting that all of those who gave opinion on this also said that HPC is likely to be critical to their work in the future. 

_______________________________________________________________

d) The future of High Speed Computing

There were a variety of comments on what HPC facilities would be required, and should be provided in the future. 

All of those who said that HPC facilities had been critical in the past said that their work is highly likely to be heavily dependent upon these facilities in the future (9 of the 15 respondents to this question).

There was a lot of emphasis on the continuing, and growing needs for a central HPC services. One user also emphasised that central services may not now need to be replaced. The impending limitations of individual processors, they suggest, will mean that there are ‘…likely to be advantages in trying to evolve HPC provision at Manchester through an extendable inhomogeneous architecture.’ This will mean that refreshing whole architectures will become unnecessary. 

Somewhat of a consensus also emerged regarding issues around centralisation and/or localisation of facilities and support. Most respondents attached a great deal of value to specialisation, adaption, and the ability to adjust HPC facilities and its support to suit individual research and projects. This can best be achieved with either more investment of time, funding, and expertise into local clusters, or with more flexible, adaptable central services. It is not clear which of the two would satisfy users.

Annex 7: Costs of Resources

· Historically, infrastructure for research computing was comprised of highly specialised bespoke hardware. This hardware often required specialist knowledge of systems architectures to optimise the use of CPU, memory, IO, storage and network. Architectures were optimised to suit particular computational tasks and this process dominated the design and procurement process. The porting of application codes to these architectures also raised the barrier to entry for a small research group into advanced research computing use.

· Today, the majority of high performance research computing systems are based on ‘low cost’ commodity clustered architectures and due to the uniformity of this hardware, the porting of application codes to such systems is dramatically lower – leading to more widespread deployment in small research groups and schools. However, though the initial purchase and setup cost is lower, lifetime costs for power and cooling can be in excess of the purchase cost. To illustrate this point, the table below lists the initial capital and recurrent costs of a number of example systems based at the University of Manchester.

· As we move to metered power to all buildings as part of new environmental sustainability measures some of these costs, which are currently hidden, will become explicit. This will lead to greater consideration of systems based on ‘green’ high efficiency architectures and the facilities used to house them.

· Procurement of any new University system must therefore focus on the total lifetime cost including the capital cost of equipment and recurrent financial and environmental costs of hosting, power and cooling rather than just the initial capital cost alone.
	System
	Equipment Capital Cost
	Equipment Recurrent Cost
	Facility Cost 
	Power Recurrent Cost/ Power Draw
	5 Year Cost
	Indicative Computational Power
	Comment

	Physics Cluster (R)
	£675k
	No H/W Maint
	£244k
	£330k
	£3.5M
	900 nodes/1800 processors
	 

	HORACE
	0 (leased)
	£100k
	£32k
	£43k
	£875K
	26 nodes/222 Cores
	Centrally funded

	MACE Cluster (R)
	£75k
	No H/W Maint
	£26k
	£35k
	£380K
	100 nodes/200 processors
	 

	Nuclear Cluster (k)             
	£100k
	Yes H/W Maint
	£10.9k
	£14.9k
	£229K
	47 nodes/188 cores
	 

	NGS2 (K)
	£250k
	N/A
	£29k
	£39.2k
	£591K
	65 nodes/136 cores
	 

	NW GRID SUN E-Science (R)
	£100k
	£1.5k
	£14.2k
	£19.2k
	£275K
	27 nodes/132 cores
	 

	NW GRID IBM  (R)
	£100k
	No H/W Maint
	£15.1k
	£20.5k
	£278K
	45 nodes/90 cores
	 

	Condor pool (of ~50 users’ desktops)
	0
	N/A
	0
	Not known – see comment
	0
	Approx. 80 cores
	Uses spare time on existing PCs. About two thirds get left on overnight which is a power cost.

	Pharmacy Cluster (k)
	£25k
	Yes H/W Maint
	£5.2k
	£7k
	£86K
	16 nodes/64 cores
	 

	Bio Med Research Network Rack
	£10k
	Yes H/W Maint
	£900
	£1.2k
	£20.5K
	10 nodes/ 20 cores
	 

	EMC Centera    (k)   
	£200k
	N/A
	£11.5k
	£15.7k
	£336K
	Storage
	 

	Teradata (k) Earth Sciences
	£100k
	N/A
	£9.8k
	£13.3k
	£216K
	Storage
	 

	Steve Furber Cluster
	£70k
	0
	0 (Housed in Small room with air cooling)
	Non Charged, but consumes 7kW
	£70k
	40 cores
	 

	CNC Clusters (2 Clusters)
	Less than 20k (total)
	Not known
	Not known
	Not known
	Not known
	16 cores and 8 cores
	 

	CEAS MIB-based Cluster
	£100k
	4k (staffing)
	0
	Not known, but draws ~10kW
	Not known
	48 dual core processors 
	 

	CEAS Kilburn-based system
	£55k
	4k (staffing)
	0
	Not known, but draws ~5kW
	Not known
	36 quad core processors
	Grant also includes ~£55k (inc. VAT) for another machine in ~2 years.

	CEAS Cluster
	£90k
	part of the time of 1 grad student
	0
	5kW
	Not known
	Mixed, 161 processor cluster
	 

	EEE Fumie Costen Cluster
	Not known
	Not known
	Not known
	Not known
	Not known
	8 cores, 20 GB of memory, 6 – 7 TB of disk space
	Bought motherboard, cpu, memory. Self-assembled so difficult to cost.

	Astronomy Hydra Cluster (R) (Alan Turing)
	£141k
	Not known
	Not known
	27kW
	Not known
	104 nodes/ 832 cores
	 

	Astronomy Viper Cluster (R) (Jodrell Bank)
	£102k
	0
	Not known
	19 kW
	Not known
	76 nodes/ 608 cores
	 

	Astronomy Coma Cluster ( R) (Alan Turing)
	£40k
	0
	Not known
	6kW
	Not known
	34 nodes/ 68 cores
	 

	Physics HEP in house Cluster (R) (Schuster)
	£30k
	0
	Not known
	6kW
	Not known
	30 nodes/ 60 cores
	 

	Physics HEP disk farm Cluster (R) (Schuster)
	£10k
	0
	Not known
	4kW
	Not known
	20 nodes/ 60 cores
	 

	Physics Theory Cluster ( R) (Schuster)
	£20k
	0
	Not known
	3kW
	Not known
	6 nodes/ 24 cores
	 

	Usto-Oran (MACE)
	~£100k
	0
	0
	Not known
	Not known
	40 nodes/ 80 procs
	Currently some minor storage problems.

	Redqueen
	~£15k
	0
	0
	Not known
	Not known
	4 nodes/ 32 processors
	Contribution cluster run by RCS. Beowulf cluster. Soon to be 6 nodes/ 48 procs

	CDFClust
	~£12k
	0
	0
	Not known
	Not known
	24 nodes/ 24 processors
	Not in use due to h/w failure

	Mason Cluster
	~£30k
	0
	0
	Not known
	Not known
	60 nodes/ 60 processors
	Currently some low storage

	S.R Private Cluster
	~£25k
	Maintenance costs included
	0
	Not known
	Not known
	12 nodes/ 40 processors
	 


Annex 8: Possible Models for Future Support



The key issues for researchers are likely to be:

· Will the resource provide what I need?

· Can I guarantee access?

· Do I have to pay for access?

· How much will it cost?

The following table sets out scenarios in terms of the above issues i.e. funding and operation, fitness to academic need, access, lifetime support costs and mode of charging  to the individual or group. 

	Scenario
	Fitness to academic need
	Guaranteed Access
	Running/support Costs


	Cost to individual/group

	Locally funded and operated
	High
	High
	Funded locally
	High (and possibly difficult to include in research grants)

	Centrally funded and operated
	Likely to be low
	Likely to be low (though could be high if funded through access charge)
	Top-sliced or recovered through access charge
	Low (and could be included in research grants if funded through access charge)

	Locally funded/centrally  operated
	High
	Could be high for individual/group providing the resource
	Top-sliced or recovered through access charge
	Low (and could  be included in research grants if funded through access charge)


However, in order to ensure future support is sustainable and cost-effective, a number of other factors need to be considered:

· Hardware:  source of funding, procurement, location/management of resource, diversity of provision, ease of maintenance;

· Running costs (in particular power and cooling): financial  sustainability (computational research activities must meet their full costs including power consumption) and environmental impact (above a certain power consumption (e.g. one rack), facilities need to be professionally architected and hosted. 
· Quality of service;

· Mode of cost recovery;

· Software procurement/development, configuration control for software, licencing, restrictions on simultaneous users;

· Support for developing academic applications;

· Availability of training.

1. Possible Models of Support

A new model of provision is required that provides sustainably resourced and managed HPC/HTC that meets the needs of the computational science community. It is extremely unlikely that there will be any 'one-size-fits-all' scenario so the  model which is developed  needs to maximise the advantages and mitigate the disadvantages of various possible scenarios

a. A model of ‘expandable central HPC provision’ would accommodate:

· Core infrastructure to provide a campus ‘cloud’ architecture (i.e. not a single central machine) supporting HPC and HTC, capable of meeting the diverse (but not excessively so) needs of computational science researchers. 
· Potential to outsource some aspects of provision e.g. purchasing cycles from a provider who at times has idle computing resources.
· Locally funded/research-funded hardware (nodes/blades/clusters) being used to enhance 'cloud' capacity in a way agreed with the contributor, with guaranteed access to that level of resource, plus an additional level as an incentive.
· The campus 'cloud' facility, should be centrally operated. Access by researchers to these facilities should generally be on the basis of an appropriate access charge, reflecting the total costs of ownership e.g. where the resource was locally funded this would cover running costs only, where the resource was centrally funded this would cover running costs plus contribution to purchase cost.  
2. Advantages of expandable central HPC provision
· Users have access to more compute power than they received funding for;

· Levels out funding peaks and troughs;

· Easier to support than multiple small clusters.
· Removal of ‘hidden’ costs of local HPC in terms of hosting, management, energy, and sometimes poorly-maintained systems

· More energy-efficient than lots of separate clusters;

· More cost-effective than a local HPC system that lasts for the duration of a research grant

· Allows larger HPC investment to be made upon research success

· Users are more likely to get what they want;

· Fits well with cloud computing model;

· Can satisfy broader set of users;

· Proper hardware maintenance can be put in place;

· Data management is relatively simple;

· Wide range of supported applications;

· Easy to insert different architectures.

3. Disadvantages of expandable central HPC provision:

· Resource allocation is more challenging to manage, i.e. needs effective accounting mechanisms;

· Less likely to attract value added elements from vendor than central large machines;

· Lots of small machines may be less energy efficient than a few larger ones because of configuration issues;

· Large administrative overhead
b. An alternative model would be for a set amount to be spent on central HPC/HTC facilities over a regular refresh cycle or a flexible lease. The amount funded centrally would progressively reduce as a larger proportion over time became subject to direct recovery from grant income. 
Such a facility might have the advantage of being easier to procure and maintain than the expandable HPC scenario. However, perceived lack of control over what is purchased would probably discourage researchers from investing in the central facilities rather than local HPC. It would then be difficult to plan the central facility because of uncertainty over contributions.
In order to be successful, either model would require accurate and transparent accounting systems to ensure that customers receive what they pay for.

Annex 9: Current Central HPC provision in other UK Universities

Universities across the UK where there is an interest in High Performance Computing have formed a High Performance Computing Special Interest Group (HPC-SIG)
 There are currently 49 members of the group which holds regular meetings and it a regular forum for the UK Universities and Research Institutions (funded by STFC, NERC etc..) interested in sharing knowledge and developing awareness of the potential of HPC in research. This SIG has recently sent to its members a request for information about computational resources at each institution. The results of the survey only cover part of the total membership but they do provide some yardstick to measure the relative size of Manchester’s central HPC provision when compared to Universities comparable in research ambition. Figure 1 represents the total computing power in Teraflops, Figure 2 represents the number of processors and Figure 3 the cost of the facility. The figures tell a similar story even if the exact order is not the same in each. It should be borne in mind that Figure 1 represents the performance without reference to efficiency on particular scientific codes. Thus some clusters have more invested in the interconnect between processors which can be a major factor in many scientific applications.

[image: image1.jpg]Bristol
Nottingham
Cardif
Cambridge
ucL

Oxford

Bath

Scarf and NGS.
Manchester
Sheffield
Liverpool
Southarmpton
Edinburgh

amuL

Peak Performance(Tiops)





Figure 1: Comparison of performance in TeraFlops of UK Universities
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Figure 2: Number of processing cores in Central HPC Facilities across HPC SIG
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Figure 3: Comparison of Cost of Central HPC Facilities at UK Universities

From the Manchester point of view the central HPC resource is very low, at bottom or second bottom in all categories. This is not the only resource available to researchers in each institution. Individual research groups may have substantial resource. Researchers may have acquired grants on the National HPC facilities or be making use of the free facilities available on the NGS. In Lancashire and Yorkshire, University researchers have access to regional Grids funded by Regional Development Agencies. The NWDA has funded the North West Grid giving access to over 1000 cores across four clusters at the Universities of Lancaster, Liverpool and Manchester and at STFC Daresbury
. The Universities in Yorkshire have formed the White Rose Consortium and have secured funding for the White Rose Grid
. The High Energy Physics Community have access to the EGEE infrastructure comprising the world’s largest Grid. There also exist Condor pools which utilise idle cycles on the very large PC clusters across a University Campus. However these latter two resources are only useful for very loosely coupled computing such as parameter sweeps of essentially serial computing jobs (that can fit into the memory of the PCs in the cluster).

Research Computing Services are building interfaces to the various resources available to Manchester researchers, Central HPC Facility, North-West Grid, National Grid Service, dedicated Computing Clusters in different schools and research groups and Condor pools. However such interfaces can only facilitate access, they cannot supply computational power beyond that actually available. From Figures 1 and 2 above it can be seen that the Central HPC at approximately one third of the respondents is larger than the NGS and this latter has to be shared among all UK Universities. NW-GRID could potentially supply more resource to Manchester users but it is not clear that this resource will be upgraded in the future

Annex 10: Contributors to Review

Computational Science Review Group

	Title
	First Name
	Surname
	School/Faculty

	Ms
	Carmel
	Dickinson
	Manchester Informatics

	Mr
	Michael
	Daw
	Research Computing Services

	Professor
	John
	Gurd
	Computer Science

	Dr
	Richard
	Henchman
	Chemistry/ Manchester Interdisciplinary Biocentre

	Professor
	Pedro
	Mendes
	Computer Science

	Professor
	Mike
	Sutcliffe
	Chemical Engineering and Analytical Science


Focus Groups on Challenge-led Themes
Aerospace and Materials

	Title
	First Name
	Surname
	School/ Faculty

	Dr
	Dominic
	Diston
	Mechanical, Aerospace & Civil Engineering

	Dr
	Alistair
	Revell
	Mechanical, Aerospace & Civil Engineering

	Professor
	Phil
	Withers
	Materials


Earth and Atmospheric

	Dr
	Duncan
	Irving
	Earth, Atmospheric & Environmental Sciences

	Professor
	Gordon
	McFiggans
	Earth, Atmospheric & Environmental Sciences

	Professor
	Geraint
	Vaughan
	Earth, Atmospheric & Environmental Sciences


Economics and Finance

	Professor
	Mike
	Bowe
	Manchester Business School

	Professor
	Chris
	Orme
	Social Sciences

	Dr
	Simon
	Peters
	Social Sciences

	Professor
	Ser-Huang
	Poon
	Manchester Business School

	Professor
	Jian-Bo
	Yang
	Manchester Business School


Health

	Professor
	Andy
	Brass
	Faculty of Life Sciences

	Professor
	Steve
	Furber
	Computer Science

	Dr
	Richard
	Henchman
	Chemistry/ Manchester Interdisciplinary Biocentre

	Dr
	Simon
	Hubbard
	Faculty of Life Sciences

	Professor
	Matthew
	Lambon-Ralph
	Psychological Sciences

	Dr
	Simon
	Lovell
	Faculty of Life Sciences

	Professor
	Pedro
	Mendes
	Computer Science

	Professor
	Geoff
	Parker
	Cancer and Imaging Science

	Professor
	Nigel
	Scrutton
	Faculty of Life Sciences

	Professor 
	Chris 
	Taylor
	Cancer and Imaging Science / Computer Science


Nuclear Power

	Professor
	Tim
	Abram
	Mechanical, Aerospace & Civil Engineering

	Dr
	Neil
	Burton
	Chemistry

	Dr
	Joao
	Fonseca
	Materials

	Professor
	Hector
	Iacovides
	Mechanical, Aerospace & Civil Engineering

	Professor
	Francis
	Livens
	Chemistry

	Dr
	Paul
	Mummery
	Materials

	Professor
	Andrew
	Sherry
	Materials/ Dalton Nuclear Institute


Other Contributors to Review

The following contributed to the White Paper in various ways including direct input, responding to surveys, participating in meetings and workshops etc:
	Title
	First Name
	Surname
	School/Faculty

	Mr
	Javier 
	Gomez Alonso
	Faculty of Life Sciences

	Dr
	Teresa
	Alonso-Rasgado
	Mechanical, Aerospace & Civil Engineering

	Dr 
	Sophia
	Ananiadou
	Computer Science

	Dr
	Gerold
	Baier
	Chemical Engineering and Analytical Science

	Dr
	Michael
	Bane
	Research Computing Services

	Professor
	Roger
	Barlow
	Physics and Astronomy

	Mr
	Christopher
	Birchenhall
	Social Sciences

	Professor
	Mark
	Boyett
	Clinical and Laboratory Sciences

	Dr
	Jonathan
	Boyle
	Research Computing Services

	Dr
	John
	Brooke
	Computer Science

	Dr
	Richard
	Bryce
	Pharmacy

	Mr
	Luis
	Cebamanos
	Electrical and Electronic Engineering

	Mr
	Nick
	Clarke
	Materials

	Professor
	Timothy
	Cootes
	Cancer and Imaging Sciences

	Dr
	Fumie
	Costen
	Electrical and Electronic Engineering

	Mr
	Ian
	Cottam
	EPS IT

	Professor
	Bob
	Cottis
	Materials

	Mr
	Hui
	Dai
	Materials

	Dr
	Sam
	De Visser
	Chemical Engineering and Analytical Science

	Mr
	Mark
	Delderfield
	Northwest Institute for BioHealth Informatics

	Professor
	Christopher
	Dodson
	Mathematics

	Professor
	Andrew
	Doig
	Faculty of Life Sciences

	Professor
	Jack
	Dongarra
	Computer Science/ Mathematics

	Dr
	Michael
	Donmall
	Community Based Medicine

	Dr
	Wael
	El-Dereedy
	Psychological Sciences

	Dr
	Mark
	Elliot
	Cathie Marsh Centre

	Mr
	Johar
	Farooqi
	Materials

	Dr
	Emma
	Finch
	Earth, Atmospheric & Environmental Sciences

	Ms
	Allesandra
	Forti
	Physics and Astronomy

	Dr
	Len
	Freeman
	Computer Science

	Professor
	Jitesh
	Gajjar
	Mathematics

	Dr
	Alex
	Galetin
	Pharmacy and Pharmaceutical Science

	Mr
	Chris
	Glasman
	Physics and Astronomy

	Dr
	James
	Graham
	Cancer and Imaging Sciences

	Dr
	Paul
	Grassia
	Chemical Engineering and Analytical Science

	Mr
	Daniel
	Grosvenor
	Earth, Atmospheric & Environmental Sciences

	Mr
	Stefan
	Haflidason
	Computer Science

	Professor
	Peter
	Halfpenny
	Social Sciences

	Dr
	Paul
	Harness
	Director of IT Services

	Professor
	David
	Hayhurst
	Mechanical, Aerospace & Civil Engineering

	Professor
	Richard
	Heeks
	Environment and Development

	Mr
	Tadashi
	Hemmi
	Electrical and Electronic Engineering

	Dr
	Michael
	Hicks
	Mechanical, Aerospace & Civil Engineering

	Professor
	Nick
	Higham
	Mathematics

	Professor
	Ian
	Hillier
	Chemistry

	Dr
	Anthony
	Holloway
	Physics and Astronomy

	Dr
	Simon
	Hood
	Research Computing Services

	Dr
	Paul
	Howarth
	Dalton Nuclear Institute

	Dr
	David
	Hoyle
	Faculty of Life Sciences

	Mr
	Adam
	Huffman
	Faculty of Life Sciences

	Mr
	Lilian
	Janin
	Computer Science

	Dr
	Xuayi
	Ke
	Translational Medicine

	Professor
	John
	Keane
	Computer Science

	Dr
	Sanjay
	Kharche
	Physics and Astronomy

	Dr
	Christopher
	Knight
	Faculty of Life Sciences

	Mr
	Gonzalo
	Lavandera
	Electrical & Electronic Engineering

	Dr
	Neil
	Lawrence
	Computer Science

	Dr
	Steve
	Liem
	EPS IT

	Professor
	Jon
	Lloyd
	Earth, Atmospheric & Environmental Sciences

	Dr
	Simon
	Lovell
	Faculty of Life Sciences

	Dr
	Andrew
	Lowe
	Mechanical, Aerospace & Civil Engineering

	Dr
	Mikel
	Lujan
	Computer Science

	Mr
	Poitr
	Malicki
	Faculty of MHS Administration

	Dr
	Phillip
	Manning
	Earth, Atmospheric & Environmental Sciences

	Professor
	Shude
	Mao
	Physics and Astronomy

	Dr
	Lee
	Margetts
	Research Computing Services

	Mr
	Greg
	Marsden
	Manchester Informatics

	Professor
	Andrew
	Masters
	Chemical Engineering and Analytical Science

	Dr
	Joseph
	McDouall
	Chemistry

	Dr
	Andrew
	McNab
	Physics and Astronomy

	Dr
	John
	McNaught
	Computer Science

	Dr
	Nikolay
	Mehandjiev
	Manchester Business School

	Dr
	Max
	Migliorato
	Electrical and Electronic Engineering

	Dr
	Milan
	Mihajlovic
	Computer Science

	Professor
	Jim
	Miles
	Computer Science

	Dr
	Andreas
	Milidonis
	Manchester Business School

	Mr
	Daniel
	Mira Martinez
	Electrical and Electronic Engineering

	Dr
	Marcelo
	Montemurro
	Faculty of Life Sciences

	Mr
	John
	Murray
	Computer Science

	Dr
	Goran
	Nenadic
	Computer Science

	Ms
	Sharareh
	Niakan
	Computer Science

	Dr
	Patrick
	O'Malley
	Chemistry

	Mr
	Robert
	O'Neill
	Social Sciences

	Dr
	Rasmus
	Petersen
	Faculty of Life Sciences

	Dr
	Steve
	Pettifer
	Computer Science

	Professor
	Simon
	Pimblott
	Chemistry

	Dr
	Robin
	Pinning
	Research Computing Services

	Professor
	Paul
	Popelier
	Chemistry

	Dr
	Anita
	Prinzie
	Manchester Business School

	Dr
	Robert
	Prosser
	Mechanical, Aerospace & Civil Engineering

	Miss
	Anitha
	Ramraj
	Chemistry

	Dr
	Magnus
	Rattray
	Computer Science

	Mr
	Brian
	Rea
	Computer Science/ MIB

	Dr
	Alistair
	Revell
	Mechanical, Aerospace & Civil Engineering

	Mr
	Graham
	Riley
	Computer Science

	Dr
	Benedict
	Rogers
	Mechanical, Aerospace & Civil Engineering

	Mr
	Hasan
	Rouf
	Electrical and Electronic Engineering

	Mr
	Benham
	Salimi
	Mechanical, Aerospace & Civil Engineering

	Dr
	Bill
	Sellers
	Faculty of Life Sciences

	Mrs
	Kaukab
	Shah
	Research Computing Services

	Dr
	Majeed
	Shaik
	Materials

	Dr
	Ian
	Smith
	Mechanical, Aerospace & Civil Engineering

	Mr
	Juanjo
	Solano
	Electrical and Electronic Engineering

	Professor
	Aimin
	Song
	Electrical and Electronic Engineering

	Dr
	Martin
	Steward
	Faculty of Life Sciences

	Mr
	Bee Kiat
	Tay
	Earth, Atmospheric & Environmental Sciences

	Professor
	Chris
	Taylor
	Computer Science

	Professor
	Jun’ichi
	Tsujii
	Computer Science

	Professor
	Alistair
	Turan
	Mechanical, Aerospace & Civil Engineering

	Dr
	Juan
	Uribe
	Mechanical, Aerospace & Civil Engineering

	Mrs
	Jill
	Urquhart
	Clinical and Laboratory Sciences

	Dr
	Mark
	Vincent
	Chemistry

	Professor
	Niels
	Walet
	Physics and Astronomy

	Professor
	David
	Watts
	Dentistry

	Dr
	David
	Wedge
	Chemistry

	Dr
	Andrew
	Whitworth
	Education

	Mr
	Rui
	Xu
	Mechanical, Aerospace & Civil Engineering

	Dr
	Henggui
	Zhang
	Physics and Astronomy

	Dr
	Goubin
	Zhang
	Electrical and Electronic Engineering

	Dr
	Shan
	Zhong
	Mechanical, Aerospace & Civil Engineering

	Ms
	Manuela
	Zanda
	Computer Science

	Ms
	Jue
	Zhou
	Mechanical, Aerospace & Civil Engineering


Annex 11: Capital Expenditure Proposal for Cloud Computing Infrastructure

1. Background

This proposal seeks to implement one of the key recommendations of the White Paper on the Future of Computational Science which resulted from a review of computationally intensive research, undertaken by Manchester Informatics.  The review identified major strengths and opportunities across all four faculties, but also highlighted significant weaknesses.  In summary, the White Paper recommended that the University should take a more strategic approach to computational science, identifying major themes, building a coherent computational science community, and taking a planned approach to developing and supporting advanced computing facilities.  This proposal addresses the final point and, in particular, the recommendation that the University should seed the development of new facilities with an initial investment of £500k.

Current facilities for computational science have been developed in an ad hoc way, with some central provision but mostly uncoordinated local procurement and support.  It is useful to distinguish between high-performance and high-throughput computing (HPC and HTC): HPC systems are suited to problems which involve tightly coupled subtasks (eg fluid dynamics), whilst HTC systems are suited to problems which involve many independent tasks (eg bioinformatics).  The University has invested in HPC facilities in the past, but the impact on high-quality research has been limited.  Although HTC has become equally important, it has never been seriously supported by central provision.  Overall, the current arrangements have resulted in facilities that are generally neither world-class nor sustainable – particularly when energy and cooling costs are included.  This limits the ambition of many leading researchers and is further exacerbated by poor support.  The University needs to take a more coherent approach that recognises the diverse needs of researchers, is financially and environmentally sustainable, and achieves a sensible balance between researchers’ need for autonomy and the benefits of planned development and shared support.

The White Paper recommendations have been discussed with, and welcomed by, the Vice President for Research, the four Deans and Vice Presidents, the University Research Group, the Chair of the Information Systems Strategy Board, and the Registrar and Secretary.
2. Proposal

The proposal outlined in the White Paper is that the University should adopt a new, sustainable model for procuring and supporting HPC and HTC, based on a ‘campus cloud’ architecture capable of meeting the differing needs of researchers.  This would represent an evolution of the current predominantly distributed model, balancing the need for ‘local control’ against lifetime cost.  The broad outline of the proposal is as follows.

· The University should make an initial ‘seed corn’ investment, creating the framework for an expandable ‘campus cloud’ solution able to meet the differing needs of computational science researchers. 

· Cloud components (typically expandable computer clusters) should be housed at a limited number of locations that provide cost-effective power and cooling solutions, and front-line support for operation and maintenance.

· Researchers wishing to access HPC/HTC facilities should contribute financially at a level close to that required to enhance cloud capacity to meet their needs (eg buying new cores/blades/clusters).  They should be no worse off financially or operationally than they would have been had they purchased and paid the full lifetime costs of equivalent facilities locally.  Capital and recurrent costs should normally be recovered from research grants, in line with the major research facilities model.

3. Financial Summary

3.1  Capital Costs

University investment is required to create the infrastructure to support the proposed campus cloud solution.  Funding is required to buy racks equipped with high-speed interconnect switches, suitable for housing computational ‘nodes’, with an initial batch of nodes and space for expansion.  Local disk storage and basic operating and management software would also be required.  Upgrades would be required to one or both of the existing data centres (Kilburn, Renold) to accommodate the new hardware, whilst upgrades would be required to the campus network to provide sufficiently high speed access to all Schools.  Budgetary costs are as follows.
	Cluster racks with Infiniband interconnect (160 node capacity)
	£100,000

	Initial batch of 96 x 8 core computing nodes
	£290,000

	Local storage (24TB)
	£20,000

	Software
	£10,000

	Data Centre upgrades
	£50,000

	Network upgrades
	£30,000

	Total
	£500,000


The total cost is consistent with the 2009/10 budget line for HPC that has been included in the IT Services 5 year financial plan for the past two years.

3.2  Recurrent Costs

Major recurrent costs fall under two main headings: energy and support.  Energy costs are significant (see below) and should be devolved to users through a full lifetime cost model.  Support would be reorganised under the White Paper proposals, integrating the contributions of Research Computing Services, faculty IT teams, and School/Group IT support, but would be resourced within the current funding envelope.
3.3  Timescale

The proposed expenditure could be split over two University financial years, with £300k in 2009/10 and £200k in 2010/11.
3.4  Savings
Energy Costs.  One of the disadvantages of the current ad hoc approach to the development of HPC/HTC facilities is that energy efficiency does not receive systematic attention.  The result is that processor power consumption may be unnecessarily high, and local, sub-optimal solutions to machine-room cooling are adopted.  For example, the largest cluster currently running on campus incurs an annual electricity cost of £330k, which could be reduced to around £150k pa if it was replaced with a cluster of similar computational power but more energy efficient design.  The total annual energy cost of all the campus HPC/HTC facilities is currently of the order of £1m and likely to rise.  A conservative estimate is that a saving of £500k pa could be achieved if energy-efficient systems were deployed.  In reality, the energy saving will ramp up over several years under this proposal, as existing systems are phased out and replaced with more energy-efficient alternatives.

Equipment and Support Costs.  Other savings are more difficult to quantify, but there should be significant benefits from the more coherent approach proposed for procurement and support. 
3.5  Other Sources of Funds

There is a realistic prospect that some of the initial cost of the proposed development could be covered from equipment budgets in existing research grants and new grants obtained over the coming year.  It is, however, essential to the success of the initiative that the total expenditure is underwritten. 
4. Implementation

The implementation would be undertaken by IT Services (mainly through Research Computing Services), under the direction of Manchester Informatics.  The first three months would be spent carrying out a more detailed requirements analysis and design study, leading to a more detailed technical and financial plan.  This would be followed by procurement and commissioning phases, with the first facilities coming online in summer 2010.
5. Benefits Analysis

5.1  Benefits

· Cost-effective approach to developing world-class facilities to support world-class research.

· Flexible ‘cloud’ architecture capable of meeting the differing needs of research groups.

· Added value from local investment through shared hardware, software and support.

· Improved recovery of costs from research grants.

· Reduced energy costs and environmental impact.

· Lower entry threshold for new adopters of computationally intensive research methods.
5.2 Do Nothing Option

The White Paper proposes a package of mutually reinforcing measures that together would lead to a step-change in behaviour and deliver significant benefit to researchers across all four faculties.  The overall consequences of doing nothing are set out in the White Paper.  The specific consequences of failing to commit funds to the capital development which is the subject of this document would be to:

· jeopardise the success of the entire package of measures set out in the White Paper, weakening research potential;

· continue the unplanned and cost-ineffective development of HPC/HTC facilities;

· incur unnecessarily high commissioning and support costs through proliferation of DIY systems;

· restrict the use of computationally intensive research methods to groups able to develop and support DIY systems;

· limit the aspirations of researchers whose research could be transformed by access to first-class facilities;

· create unnecessarily high environmental impact and incur unnecessarily high energy costs.

5.3 Risks and Uncertainties

· Although the budgetary estimates have been carefully scrutinised, they are based on assumptions that require detailed investigation and may require modification.  The risk is not large since it relates mainly to some of the smaller budget lines (eg network upgrades).

· The success of the proposed model depends on the ‘buy-in’ of academic researchers.  A combination of incentives and controls will be required to minimise the associated risk.

· Data centre capacity could be exceeded if take-up of the scheme was too enthusiastic.  This would result in the need for additional funding for upgrading space.  The risk is difficult to quantify, since it is contingent on other calls on data centre space.

· Partial implementation of the White Paper recommendations might appear attractive, but would not result in a proportional return on investment.  It is important to treat the proposal as a package.
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�	 Given by one respondent from list C, one from E, and one from F.


�	 Given by one respondent from list A, one from B, one from C, and two from E.


�	 Given by one respondent from list A, one from B, one from C, one from D, and two from E.


�	 Given by two respondents from list D, and one from list E. 


�	 Given by one respondent from list C, one from list D, and two from list E.


�	 Given by one respondent from list A, two from list B, four from list D, and three form list F.


�	 These include one respondent from list C, one from list D, one from list E, and one from list F.


�	 Given by the second most prominent user (list A).


�	 Given by the third most prominent user (list B).


�	 Given by the most prominent user (list A).


�	 Given by the fourth most prominent user (list B)


�	 These respondents included one from list A, two from list B, three from list C, one from list D, three from list E, and one from list F.


�	 Including one respondent from list A, one from list B, three from list C, five from list D, five from list E, and two from list F)


�	 Including one from list A, two from list B, one from list C, three from list D, one from list E, and three from list F. 


�	 Including one from list A (the top user), and three from list D.


�	 Including one from list D and one from list F.


�	 MChem is a four-year degree.


�	 Given by one respondent from list A (the second-most prominent user), two from list B, three from list D, three from list E, and one from list F.


�	 Given by one respondent from list A (the top user), one from list D, two from list E, and two from list F.


�	 Given by one respondent from list D, and one from list E.


�	 Given by one respondent from list C.


�	 Given by one respondent from list E.


�	 Given, among others, by the top two users (list A).


�	 Given, among others, by the top user (from list A).


�	 Including both respondents from list A, two from list B, three from list C, five from list D, four from list E, and four from list F.


�	 Given by one respondent from list C.


�	 Given by one respondent from list D, and one from list E.


�	 Given by one respondent from list B.


�	 Both respondents from list F.


�	 Said by one respondent from list D and one from list E.


�	 Said by one respondent from list B.


�	 UK HPC Special Interest Group http://www.hpcsig.org


�	 The North West Grid http://www.nw-grid.ac.uk


�	 The White Rose Grid http://www.wrgrid.org.uk









